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ABSTRACT

Large language models (LLMs) exhibit remarkable capabilities across diverse tasks,

yet aligning them efficiently and effectively with human expectations remains a critical

challenge. This thesis advances LLM alignment by introducing novel methodologies in

data collection, training, and evaluation.

We first address alignment data collection. Existing approaches rely heavily on man-

ually curated datasets or proprietary models. To overcome these limitations, we propose

Lion, an adversarial distillation framework that iteratively refines training data by identi-

fying and generating challenging instructions, enabling state-of-the-art zero-shot reason-

ing. Additionally, we introduce Web Reconstruction (WebR), a fully automated frame-

work that synthesizes instruction-tuning data directly from raw web documents, signifi-

cantly improving data diversity and scalability over existing synthetic data methods.

Next, we enhance alignment training through novel optimization techniques. We de-

velop Learning to Edit (LTE), a framework that enables LLMs to efficiently integrate new

knowledge while preserving existing information. LTE leverages meta-learning to im-

prove both real-time and batch knowledge updates. Furthermore, we introduce Bridging
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and Modeling Correlations (BMC), a refinement of Direct Preference Optimization (DPO)

that explicitly captures token-level correlations in preference data, leading to superior

alignment across QA and mathematical reasoning tasks.

Finally, we tackle the challenge of evaluating alignment. Existing benchmarks empha-

size response quality but overlook adherence to specific constraints. To bridge this gap,

we introduce FollowBench, a multi-level, fine-grained benchmark assessing LLMs’ abil-

ity to follow complex constraints across diverse instruction types. Our results expose key

weaknesses in current models’ constraint adherence, offering insights for future improve-

ments.

This thesis makes fundamental contributions to LLM alignment by pioneering novel

strategies for data synthesis, training optimization, and evaluation. These advancements

enhance efficiency, adaptability, and rigor, paving the way for safer and more controllable

AI systems.
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CHAPTER 1

INTRODUCTION

1.1 Thesis Introduction

The recent advances in large language models (LLMs) have demonstrated extraordinary

breakthroughs in various real-world applications. These models, typically based on trans-

former architectures and comprising tens to hundreds of billions of parameters, are trained

on vast datasets sourced from the web using an autoregressive learning paradigm. Promi-

nent examples include PaLM [33], LLaMA [170], and GPT-4 [135]. Compared to earlier,

smaller models [32, 46], LLMs exhibit two defining characteristics: (1) the scaling law [86],

which demonstrates systematic performance gains with increased model size, and (2) the

emergence capabilities [185]—such as in-context learning [48], instruction following [137],

and complex reasoning [186]—once a critical scale is surpassed. These advancements have

led to transformative impacts across sectors such as finance [108], law [94], and healthcare

[37], reshaping the way problems are approached and solved.

Nonetheless, despite their capabilities, LLMs also come with significant limitations.

Due to their training on large-scale, internet-derived datasets, they may absorb harmful

or biased information, resulting in concerns such as misinformation [13], unfair social

representations [149], and toxic or exclusionary outputs [187]. Furthermore, researchers

have identified two troubling risk patterns: (1) inverse scaling, where specific issues may

worsen as model size increases [118]; and (2) emergent risks, where new or intensified risks

materialize in larger models [185], challenging existing mitigation strategies.

To address these growing concerns, a body of research has focused on developing

alignment techniques to better steer LLM behavior in accordance with human instruc-

tions, goals, and ethical standards [137, 96, 148]. The concept of alignment can be traced

back to Norbert Wiener’s early warnings: “We had better be quite sure that the purpose put

into the machine is the purpose which we really desire” [188]. In today’s AI landscape, align-

ment generally refers to the principle that an artificial agent A should act in ways that
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reflect the goals and intentions of a human agent H—namely, “A is trying to do what H

wants it to do” [202]. A formal treatment of this concept in the context of LLMs will be

presented in §2.1.2.

The alignment process for LLMs generally unfolds across three foundational phases:

(1) Alignment Data Collection, (2) Alignment Training, and (3) Alignment Evaluation,

as illustrated in Figure 1.1. Despite recent advances, each of these stages continues to face

significant challenges in terms of both efficiency (i.e., the cost, scalability, and speed of the

process) and efficacy (i.e., the quality and impact of the resulting alignment). Specifically,

• Alignment Data Collection (§2.2)

– Efficiency challenges: Collecting high-quality human feedback or preference data

at scale remains expensive and time-consuming [207]. Filtering and curating

alignment-specific data from large corpora also demands substantial computa-

tional resources.

– Efficacy challenges: The collected data often lacks diversity, contains annota-

tion noise, or fails to capture nuanced human preferences, limiting its ability

to guide meaningful alignment [176].

• Alignment Training (§2.3)

– Efficiency challenges: Fine-tuning large models with human feedback requires

extensive computational resources, especially when conducted iteratively or

with large-scale preference data [87].

– Efficacy challenges: Alignment methods can suffer from over-optimization (e.g.,

reward hacking) [140], poor generalization to unseen instructions, and insta-

bility during training, all of which compromise the robustness of the aligned

model.

• Alignment Evaluation (§2.4)

– Efficiency challenges: Manual evaluation by human annotators is costly and slow,

while automatic metrics often fail to generalize across tasks or correlate with

human judgment [65].
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– Efficacy challenges: Existing evaluation protocols are typically narrow in scope,

focusing on surface-level correctness while neglecting deeper aspects such as

fine-grained constraints, ethical alignment, and long-range coherence.

In response to these ongoing challenges, this thesis focuses on advancing both the ef-

ficiency and effectiveness of LLM alignment, with particular emphasis on the processes

of data collection, model training, and evaluation. Through a comprehensive examina-

tion of each stage, we diagnose prevailing limitations and introduce novel approaches for

improvement. Additionally, we assess the alignment capabilities of LLMs by analyzing

their ability to follow nuanced and detailed instructions, a core component of successful

alignment.

The first line of work in this thesis focuses on enhancing data collection for aligning

LLMs. Previous studies often overlooked the possibility of incorporating any “feedback”–i.e.,

identifying challenging instructions where the model’s performance falls short–to boost

the model’s proficiency iteratively. To address this, we propose a novel adversarial distil-

lation framework aimed at more efficient alignment data generation. Leveraging the ver-

satile role adaptability of LLMs, we prompt the teacher model to identify “hard” instruc-

tions and generate new “hard” instructions for the student model, creating a three-stage

adversarial loop of imitation, discrimination, and generation. By applying this adver-

sarial framework, we successfully transfer knowledge from ChatGPT to a student model

(named Lion), using a mere 70k training data. Besides, our trained model surpasses con-

ventional state-of-the-art (SOTA) instruction-tuned models like Vicuna-13B on challeng-

ing zero-shot reasoning benchmarks.

Furthermore, while existing automatic data synthesis methods alleviate the burden of

manual curation, they often rely heavily on either the quality of seed data or strong as-

sumptions about the structure and content of web documents. To tackle these challenges,

we propose Web Reconstruction (WebR), a fully automated framework for synthesizing

high-quality instruction-tuning (IT) data directly from raw web documents with minimal

assumptions. Leveraging the inherent diversity of raw web content, we conceptualize

web reconstruction as an instruction-tuning data synthesis task via a novel dual-perspective

paradigm—Web as Instruction and Web as Response—where each web document is desig-

nated as either an instruction or a response to trigger the reconstruction process. Compre-
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hensive experiments show that datasets generated by WebR outperform state-of-the-art

baselines by up to 16.65% across four instruction-following benchmarks. Notably, WebR

demonstrates superior compatibility, data efficiency, and scalability, enabling enhanced

domain adaptation with minimal effort.

Beyond data synthesis, we explore alignment training in the context of knowledge edit-

ing—a task focused on updating specific factual knowledge in LLMs without degrading

their overall performance. Most existing methods rely on memorization, which hinders

models from integrating updated knowledge with existing information when answering

questions. To overcome this limitation, we introduce a novel framework named Learning

to Edit (LTE), designed to enable LLMs to effectively apply new knowledge into given

queries. Drawing inspiration from the principle of “teaching how to fish,” LTE is structured

into two distinct stages. The first is the Alignment Stage, where LLMs are fine-tuned using

a carefully constructed parallel corpus, ensuring that the model learns to make accurate,

context-relevant modifications while maintaining unrelated information and overall lin-

guistic quality. The second is the Inference Stage, which leverages a retrieval-augmented

strategy to support efficient and large-scale application of knowledge edits. Extensive

evaluations on four widely-used benchmarks and two LLM backbones, against seven

competitive baselines, confirm that LTE achieves state-of-the-art results. It offers strong

performance in editing accuracy, robustness in both batch and sequential settings, mini-

mal impact on general capabilities, and fast inference times.

We also advance the training of LLMs by improving Direct preference optimization

(DPO), a widely adopted offline preference optimization algorithm. In conventional DPO,

the generation of the winning response and the losing response within pairwise data are

typically isolated, leading to weak correlations between them as well as suboptimal align-

ment performance. To address this issue, we propose an effective framework for Bridging

and Modeling Correlations in pairwise data, named BMC. Firstly, we increase the consis-

tency and informativeness of the pairwise preference signals through targeted modifications,

synthesizing a pseudo-winning response by improving the losing response with the win-

ning response as a reference. Secondly, we identify that DPO alone is insufficient to model

these correlations and capture nuanced variations. Therefore, we propose learning token-

level correlations by dynamically leveraging the policy model’s confidence during training.
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Comprehensive experiments on QA, math, and instruction-following tasks demonstrate

the effectiveness of our approach, significantly surpassing competitive baselines, includ-

ing DPO. Additionally, our in-depth quantitative analysis reveals the reasons behind our

method’s superior performance over DPO and showcases its versatility to other DPO vari-

ants.

Finally, we provide evaluations on the alignment of LLMs by analyzing their ability

to follow nuanced and detailed instructions, a critical yet underexplored aspect of align-

ment. Existing benchmarks primarily focus on evaluating pure response quality, rather

than assessing whether the response follows constraints stated in the instruction. To fill

this research gap, we propose FollowBench, a Multi-level Fine-grained Constraints

Following Benchmark for LLMs. FollowBench comprehensively includes five differ-

ent types (i.e., Content, Situation, Style, Format, and Example) of fine-grained constraints.

To enable a precise constraint following estimation on diverse difficulties, we introduce a

Multi-level mechanism that incrementally adds a single constraint to the initial instruction

at each increased level. To assess whether LLMs’ outputs have satisfied every individual

constraint, we propose to prompt strong LLMs with constraint-evolution paths to handle

challenging open-ended instructions. By evaluating 13 closed-source and open-source

popular LLMs on FollowBench, we highlight the weaknesses of LLMs in instruction

following and point towards potential avenues for future work.

In summary, this thesis addresses the critical need for efficient and effective alignment

of LLMs by tackling three foundational components: data collection, training, and eval-

uation. We have demonstrated the pervasive issues of low-quality or assumption-heavy

synthetic data, ineffective training methods that ignore correlation structures or gener-

alization needs, and insufficient benchmarks for measuring fine-grained instruction ad-

herence. Through extensive research and rigorous experimentation, we introduce novel

frameworks—Adversarial Distillation, WebR, LTE, BMC, and FollowBench —that sig-

nificantly improve alignment across all stages. These contributions offer both theoretical

insights and practical tools to advance the field of LLM alignment.

5



I. Alignment Data Collection II. Alignment Training III. Alignment Evaluation

Human-Crafted

Semi-Automated Synthesis

Fully Automated Synthesis

Selection

Supervised Fine-Tuning

Reinforcement Learning

Evaluation Benchmarks

Evaluation Paradigms

Chp 3: Alignment Data Synthesis by Adversarial Distillation

Chp 4: Alignment Data Synthesis from Scratch via Web Reconstruction

Chp 5: Aligning Large Language Models with Knowledge Editing

Chp 6: Alignment Training via Direct Preference Optimization

Chp 7: Alignment Evaluation from the Perspective of Constraints Following

Figure 1.1: Roadmap of the thesis.

1.2 Thesis Organization

As illustrated in Figure 1.1, this thesis is structured as follows. Chapter 2 commences with

the definition of LLM alignment, then provides an overview of the relevant literature on

alignment data collection, training, and evaluation. In Chapter 3, we introduce Lion, an

adversarial distillation framework that iteratively refines alignment training data by iden-

tifying and generating challenging instructions, enabling state-of-the-art zero-shot reason-

ing. Chapter 4 presents Web Reconstruction (WebR), a fully automated framework that

synthesizes alignment training data directly from raw web documents, significantly en-

hancing data diversity and scalability compared to existing synthetic methods. In Chap-

ter 5, we propose Learning to Edit (LTE), a framework designed for efficient and effec-

tive knowledge editing in LLMs. Chapter 6 introduces Bridging and Modeling Correla-

tions (BMC), a refinement of Direct Preference Optimization (DPO) that explicitly captures

token-level correlations in preference data, achieving superior alignment in QA and math-

ematical reasoning tasks. Chapter 7 presents FollowBench, a Multi-level Fine-grained

Constraints Following Benchmark, designed to evaluate instruction following—the key

attribution of alignment—in LLMs. Finally, Chapter 8 concludes the thesis by summariz-

ing our contributions and suggesting directions for future research.
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CHAPTER 2

BACKGROUND

2.1 Definition of LLM Alignment

In this section, we begin by briefly introducing the concept and evolution of LLMs in

§2.1.1, and then proceed to formalize the alignment of LLMs in §2.1.2.

2.1.1 Large Language Models

The development of language models (LMs) has progressed through several key phases,

starting from statistical approaches (e.g., Statistical Language Models, or SLMs) [144], fol-

lowed by the emergence of neural language models (NLMs) [32], and culminating in the

era of pre-trained language models (PLMs) such as BERT and Roberta [46, 115]. Build-

ing upon these foundations, Large Language Models (LLMs) have recently emerged as

a dominant paradigm in natural language processing (NLP). These models are typically

pre-trained on massive datasets using carefully designed objectives, and in some cases,

incorporate multimodal data such as image-text pairs to enhance their representational

power [49, 116].

LLMs differ significantly from their smaller predecessors, not only in scale but also in

capability. A key property is the scaling law, which reveals that performance on a wide

range of tasks tends to improve predictably as the number of parameters and training

data increase [86]. Even more intriguingly, LLMs exhibit emergent behaviors—novel abili-

ties that materialize only once the model surpasses a certain size threshold [185]. These

include, but are not limited to, in-context learning [48], instruction following [137], and

the ability to perform multi-step reasoning across diverse tasks and domains [186]. Such

capabilities mark a significant shift in how AI systems are applied to real-world problems,

expanding their utility well beyond traditional NLP settings and into broader fields such

as education, healthcare, and scientific discovery.
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2.1.2 Alignment of Large Language Models

The notion of alignment dates back to Norbert Wiener’s cautionary insight, “We had better

be quite sure that the purpose put into the machine is the purpose which we really desire” [188].

In modern AI discourse, alignment is often described as ensuring that the behavior of

an artificial agent A aligns with the intentions of a human agent H—formally, “A is try-

ing to do what H wants it to do”[202]. Drawing from the principle of value alignment

in reinforcement learning (RL) [69], we adopt a utility-based framework to define LLM

alignment [179].

Formalization of LLM Alignment. Let H and A represent two intelligent agents with

respective utility functions UH(y) and UA(y), where y ∈ Y denotes an action and U :

Y → R. We consider A aligned with H over domain Y if the preference ordering of H is

preserved by A —that is, for any y1, y2 ∈ Y, whenever UH(y1) > UH(y2), it follows that

UA(y1) > UA(y2). Misalignment can be quantitatively assessed using:

L = Ey1,y2 |[UH(y1) −UH(y2)] − [UA(y1) −UA(y2)]| , (2.1)

A more stringent criterion assumes UH(y) = UA(y) for all actions, yielding a simplified

discrepancy measure:

L = Ey |UH(y) −UA(y)| . (2.2)

Approaches aimed at minimizing the alignment gap (Eq. 2.1) are generally grouped

into two main categories: Value Learning and Imitation Learning [97].

Value Learning. This approach centers around constructing a reward function that en-

capsulates human preferences or goals. One can formalize the objective as follows:

ϕ∗ = arg min
ϕ

Ey,r∗∼D(y,r∗)

[
(r∗ − Rϕ(y))2

]
, (2.3)

where D is a dataset of actions y and corresponding ground-truth rewards r∗, and Rϕ is

the reward model parameterized by ϕ. In scenarios where only the optimal action y∗ is

observed (instead of its reward), the model can be trained to rank y∗ higher by minimiz-

ing:

Ey∗∼D(y∗),y∼p(y)
[
max(0,α+ Rϕ(y) − Rϕ(y∗))

]
, (2.4)
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with α as a margin hyperparameter and p(y) the sampling distribution.

Classic RL algorithms like Deep Q-Networks [79], as well as frameworks such as In-

verse Reinforcement Learning [132] and Preference Modeling [138], naturally fall under

this formulation. Once the optimal reward function Rϕ∗ is identified, it can guide the

agent’s behavior through standard reinforcement learning paradigms, as will be elabo-

rated in §2.3.2.

Imitation Learning. Rather than explicitly modeling a reward signal, imitation learn-

ing methods encourage the model to replicate ideal behaviors, implicitly capturing de-

sired values [169]. Let π(y) denote the target policy and πθ(y) the agent’s learned policy,

parameterized by θ. The goal is to minimize a divergence metric Df between the two

distributions:

θ∗ = arg min
θ

Df[π(y) ∥πθ(y)], (2.5)

where π(y) is derived empirically from observed demonstrations. When Df is the KL

divergence, this reduces to the familiar cross-entropy loss, training the agent to mimic be-

havior aligned with human preferences. A well-known application of this principle is

Supervised Fine-Tuning (SFT).

In § 2.3, we will explore how LLM alignment training maps onto the dichotomy be-

tween value-based and imitation-based strategies.

2.2 Alignment Data Collection

Before exploring how to align LLMs, we begin by examining what they should be aligned

with. Effective alignment with human expectations requires high-quality training data

that genuinely captures human values and preferences—such as those encapsulated by

the Helpful, Honest, and Harmless (HHH) principle [4]. Each data point Ik ∈ D, referred to

as an instruction Ik = (xk,yk), consists of an instructional prompt xk and its correspond-

ing model response yk.

In this section, we first present methods for synthesizing high-quality alignment data,

which broadly fall into three categories: (1) Human-Crafted Methods, (2) Semi-Automated
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Synthetic Methods, and (3) Fully Automated Synthetic Methods. We then introduce ad-

vanced data selection techniques designed to retain only the most relevant and reliable

instruction–response pairs in the final dataset.

2.2.1 Human-Crafted Method

This category involves enlisting human experts to design instructional data, as exempli-

fied by datasets like SUPER-NI [181], OpenAssistant [91], and DOLLY [41]. For instance,

the DOLLY dataset comprises 15,000 instruction-response pairs contributed by Databricks

employees through a structured crowd-sourcing process. Contributors were guided to

compose prompts and responses across eight instruction types, including seven from the

taxonomy in [137] and one open-ended category. Notably, they were prohibited from ref-

erencing online materials or outputs from generative AI models. Although this method

ensures high-quality instructional data, it is inherently limited in scale due to the labor-

intensive and costly nature of manual data generation.

In contrast, alternative strategies like ShareGPT [31] and WildChat [209] gather human-

authored instructions by extracting interaction logs from large language model users. This

passive collection approach enables large-scale acquisition of diverse, natural prompts

that often lead to informative and relevant responses. Additionally, public platforms such

as Stack Overflow1, Quora2, and Zhihu3, along with extensive user-generated repositories

like Wikipedia4, serve as valuable sources for human-generated instruction data. Never-

theless, mining such data carries the risk of introducing inappropriate or harmful con-

tent [209].

2.2.2 Semi-Automated Synthetic Method

The semi-automated approach for producing synthetic instruction-tuning datasets lever-

ages LLMs to expand a limited amount of manually curated seed data through in-context

1https://stackoverflow.com/

2https://www.quora.com/

3https://www.zhihu.com/

4https://en.wikipedia.org/
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learning mechanisms. A prominent example is the Self-Instruct framework [180], which

utilizes ChatGPT’s ability to generalize from provided examples to produce a broad range

of instructions across multiple domains and task formats. This process includes iterative

quality filtering to ensure the generated content meets specific standards, continuing until

a sufficient volume of data is collected. Subsequent works such as Alpaca [164] and Evol-

Instruct [194] build upon this strategy, aiming to improve the diversity, sophistication, and

quality of the synthetic instructions. Despite their scalability, these methods often inherit

limitations in data variety from the initial seed instructions [101].

2.2.3 Fully Automated Synthetic Method

The fully automated approach leverages LLMs to generate alignment data entirely from

scratch. One representative strategy removes human supervision by creating data directly

from web-sourced content. For example, WebInstruct [203] derives instruction-response

datasets by mining question-answer (QA) pairs from web documents. However, this

method is constrained by the necessity for QA pairs to be explicitly embedded in the

source material, which is not always the case. Another line of work, such as Instruction

Backtranslation [105, 133, 26], considers raw web text as candidate responses and relies on

LLMs to infer the corresponding latent instructions. Still, these documents often include

off-topic content or poorly suited phrasing, reducing their effectiveness as high-quality

response material. In contrast, Magpie [196] bypasses the limitations of raw web text by

directly prompting aligned LLMs using predefined templates to jointly produce both in-

structions and their associated responses, taking advantage of the LLMs’ auto-regressive

generation capabilities.

2.2.4 Approach to Data Selection

To construct a high-quality instruction–response dataset, a filtering mechanism is applied

to remove low-quality entries. This is achieved using a scoring function s(·), which assigns

a quality score to each instruction–response pair Ik = (xk,yk). The final, cleaned dataset

D ′ is formed by selecting only those pairs that surpass a predefined threshold τ:

D ′ = {(xk,yk) ∈ D | s(xk,yk) ⩾ τ} . (2.6)
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One common choice for s(·) is the Instruction Following Difficulty (IFD) score [102], which

reflects how well an instruction contributes to generating the corresponding response.

This score is computed as:

sθ(xk,yk) =

∑T
t=1 logp(yt

k | xk,y<t
k ; θ)∑T

t=1 logp(yt
k | y<t

k ; θ)
. (2.7)

This formulation provides a normalized comparison between the probability of the re-

sponse being generated with versus without the instruction, offering a quantitative esti-

mate of the instruction’s utility. Pairs that fall below the IFD threshold are omitted, yield-

ing a filtered dataset D ′. Alternative strategies for data selection make use of auxiliary

models. For example, Instruction Mining [19] employs statistical regression techniques

and multiple trained models to assess candidate data points. Similarly, ALPAGASUS [24]

adopts a pre-trained LLM such as ChatGPT to evaluate the quality of samples.

In addition to quality, many selection frameworks also take into account the diver-

sity and importance of samples. With respect to diversity, some studies [22, 17, 2] aim to

ensure coverage across a broad range of tasks and language expressions, either by maxi-

mizing individual sample uniqueness (e.g., in terms of lexical or semantic features) or by

ensuring the dataset spans a large representation space. Samples from underrepresented

task types are often prioritized.

In terms of importance, research efforts such as [200, 191] attempt to identify which

instruction–response pairs are most essential to include in the training set. Since large

models already internalize extensive world knowledge during pretraining, they can often

solve standard tasks without further tuning. Consequently, training efforts should focus

on more challenging cases, where explicit alignment remains necessary. Selected exam-

ples thus serve as critical supplements to enhance the model’s ability to follow complex

instructions.

2.3 Alignment Training

Once alignment data has been gathered from diverse sources, the next step involves lever-

aging this data to adapt pre-trained LLMs so that their behavior becomes more consistent

with human intentions.

12



2.3.1 Supervised Fine-Tuning

A widely adopted approach for alignment is Supervised Fine-Tuning (SFT), which falls

under the umbrella of Imitation Learning, as outlined in Section 2.1.2. In this framework,

given an input prompt x, the model is trained to generate the reference output y by mini-

mizing the cross-entropy loss over the target tokens:

LSFT(θ) = −

T∑
t=1

logp(yt | x,y<t; θ). (2.8)

Through this process, LLMs are encouraged to produce coherent and contextually appro-

priate completions that align with the semantics of the input prompt. Despite its simplic-

ity and effectiveness, SFT has an inherent limitation—it only exposes the model to opti-

mal responses and lacks explicit feedback on less desirable outputs. Nevertheless, SFT-

trained models or their objective functions are frequently incorporated into preference-

based training pipelines to enhance stability and serve as a form of regularization (see

Section 2.3.2).

In the conventional SFT paradigm, all parameters of the language model are fine-

tuned, which can become prohibitively expensive in terms of computational resources and

memory usage, especially as model scales exceed tens of billions of parameters. To miti-

gate these costs, a class of techniques known as parameter-efficient fine-tuning (PEFT) has

emerged. These methods, including LoRA [77], Prefix Tuning [106], and Adapter mod-

ules [76], introduce a small number of trainable components—such as additional prompts

or lightweight modules—while keeping the majority of the original model weights un-

changed. This results in a substantial reduction in memory usage without compromising

performance.

2.3.2 Reinforcement Learning

From a methodological standpoint, the application of RL in aligning LLMs generally un-

folds in three main stages:

• SFT: The process typically starts by adapting a pre-trained language model using
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supervised learning on curated, high-quality datasets. This step establishes a foun-

dational level of adherence to expected formats and stylistic conventions.

• Reward Model Training: Once the model is fine-tuned, it is used to generate re-

sponses that are then annotated with human preferences. Several techniques exist

for modeling these preferences, among which the Bradley-Terry (BT) model [14] is

frequently employed. Alternatively, the Plackett-Luce model [145] can be used, par-

ticularly when multiple responses are ranked simultaneously. The reward model is

trained to approximate these preference annotations, effectively learning a scalar-

valued reward function that evaluates the quality of responses.

• RL optimization: As discussed earlier in §2.1.2, after identifying the optimal re-

ward function Rϕ∗ , it is utilized to guide the learning of the language model through

feedback-based optimization.

The objective during this optimization phase is formulated as follows:

π∗
θ(y | x) = max

πθ
Ex∼D,y∼πθ(y|x)

[
Rϕ∗(x,y) −βDKL [πθ(y | x) ∥πref(y | x)]

]
. (2.9)

This formulation captures two key objectives: (1) encouraging the generation of high-

reward responses, and (2) constraining the updated policy πθ(y | x) to remain close to the

behavior of the supervised baseline πref(y | x).

In the subsequent section, we introduce several prominent RL methods designed to

optimize the objective in Eq. 2.9, as illustrated in Figure 2.1.

Proximal Policy Optimization (PPO) [154] is a widely adopted reinforcement learning

technique for aligning LLMs with human feedback [34]. In this framework, a policy πθ

with parameters θ is refined using a reward signal Rϕ∗ . PPO improves the policy by

optimizing a surrogate objective that includes a clipping mechanism, ensuring a balance

between effective learning and policy stability. Letting r(θ) =
πθ(a|s)
πold(a|s)

denote the ratio

between the updated and previous policy probabilities for action a in state s, the PPO
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Figure 2.1: Demonstration of RL optimization algorithms: DPO, PPO, and GRPO.

objective becomes:

LPPO(θ) = −Es∼P(S),a∼πold(A|s)

[
min

(
r(θ)A(s,a), clip (r(θ), 1 − ϵ, 1 + ϵ)A(s,a)

)
−βDKL [πθ(y | x) ∥πref(y | x)]

]
, (2.10)

where A(s,a) represents an estimate of the advantage function, while ϵ is a tunable pa-

rameter that limits how much the policy is permitted to shift. Advantage estimates are

typically derived using Generalized Advantage Estimation (GAE) [153], which leverages

both reward feedback and a learned value function. The clipping operation mitigates ex-

cessive changes in the policy, thereby preventing destabilizing updates in text generation

tasks and supporting more robust training dynamics.

PPO is a foundational component in Reinforcement Learning from Human Feedback

(RLHF) [137], where LLMs are guided by explicit human preference data to better match

user expectations. More recent approaches, such as Reinforcement Learning from AI

Feedback (RLAIF) [96], substitute human evaluations with model-generated signals. Em-
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pirical findings [96, 146] suggest that RLAIF can offer a scalable and resource-efficient

pathway for fine-tuning LLMs, making it a compelling alternative to traditional human-

in-the-loop methods.

Direct Preference Optimization (DPO) [148] is a popular method for offline preference

tuning, frequently employed in RLHF. It simplifies training and improves stability by

reformulating the reward function. Based on the reinforcement learning objective given

in Eq.2.9, DPO represents the optimal reward Rϕ∗ using the closed-form relationship:

Rϕ∗(x,y) = β log
π∗
θ(y | x)

πref(y | x)
+β logZ(x), (2.11)

where Z(x) denotes the partition function. This formulation enables the use of the Bradley-

Terry (BT) model [14], which defines the probability of a preferred output yw over yl as

p(yw ≻ yl) = σ(Rϕ∗(x,yw) − Rϕ∗(x,yl)). DPO further shifts from modeling rewards di-

rectly to modeling policy behavior, leading to the objective:

LDPO(θ) = −E(x,yw,yl)∼D

[
logσ

(
β log

πθ(yw | x)

πref(yw | x)
−β log

πθ(yl | x)

πref(yl | x)

)]
. (2.12)

Here, the dataset D contains triples (x,yw,yl), with x representing the instruction input,

and yw, yl denoting the preferred and non-preferred responses, respectively.

Since the inception of DPO, numerous studies have sought to advance this method by

refining its training objective [183]. For instance, IPO [6] introduces an alternative pair-

wise preference loss to mitigate overfitting to the preference dataset, while R-DPO [142]

incorporates a regularization term to prevent the exploitation of latent length bias in the

training data.

Group Relative Policy Optimization (GRPO) [156] streamlines the conventional PPO

approach by discarding the separate value (critic) network. Instead of relying on a value

function, it calculates a baseline using the average reward from a set of responses gen-

erated for the same input. This strategy simplifies the training pipeline, lowers memory

consumption, and enhances the stability of policy updates.
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Given an instruction x, GRPO generates a batch of responses {y1,y2, . . . ,yG} using the

prior policy πold
θ . A reward model assigns a score to each sample, producing correspond-

ing rewards {r1, r2, . . . , rG}. These reward values are standardized within the group by

subtracting the mean and dividing by the standard deviation:

Âi = r̃i =
ri − mean(r)

std(r)
, (2.13)

where Âi represents the advantage of the i-th response. If we define the importance sam-

pling ratio as ri(θ) =
πθ(ai|s)
πold(ai|s)

, the GRPO objective is formulated as follows:

LGRPO(θ) = −Es∼P(S), ai∼πold(A|s)
1
G

G∑
i=1

[
min

(
ri(θ)Âi, clip(ri(θ), 1 − ϵ, 1 + ϵ) Âi

)
−βDKL

[
πθ(yi | x) ∥πref(yi | x)

]]
. (2.14)

By exploiting the statistical properties of grouped outputs, GRPO eliminates the need for

learning a separate critic model, as done in traditional actor-critic algorithms. This makes

it a resource-efficient and scalable solution, particularly as adopted in the DeepSeek R1

model [67], while still preserving sensitivity to subtle quality differences between gener-

ated responses.

2.4 Alignment Evaluation

Following the collection of alignment datasets and the subsequent training of LLMs, the

next critical step is to assess how well these models align with the intended objectives.

This section introduces the evaluation benchmarks in §2.4.1 and outlines different evalu-

ation paradigms in §2.4.2.

2.4.1 Evaluation Benchmarks

A wide range of benchmark suites has been developed to measure the effectiveness of

alignment in LLMs. Broadly, these can be grouped into two categories: closed-ended

and open-ended benchmarks. Closed-ended benchmarks primarily test a model’s capa-

bilities in predefined tasks with known answers, while open-ended benchmarks assess
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performance in more flexible, real-world scenarios where responses are subjective or un-

constrained.

Closed-ended Benchmarks. Closed-ended evaluation benchmarks typically feature test

cases where the set of possible answers is predetermined and finite—such as in multiple-

choice formats. Below, we review several widely adopted benchmarks in this category:

• General Knowledge: The MMLU dataset [72] is a prominent English-language bench-

mark for evaluating the factual and academic knowledge of LLMs under zero-shot

and few-shot conditions. It includes a wide-ranging set of questions across 57 dis-

ciplines, from elementary subjects to specialized professional fields in areas like sci-

ence, humanities, and social sciences. Its subject diversity and granularity make it

a powerful tool for identifying the limits of LLMs’ knowledge. Analogous Chinese

benchmarks include C-MMLU [100], C-Eval [80], M3KE [111], and AGIEval [212].

These benchmarks evaluate Chinese-language LLMs using varied subject matter

and difficulty levels, drawing on questions from sources like national college en-

trance exams, advanced mathematics contests, and legal assessments.

• Reasoning: Reasoning represents a core aspect of intelligence, essential for handling

complex problems. Remarkably, large-scale LLMs often exhibit emergent reasoning

capabilities as model size increases. To test these abilities, several benchmarks have

been developed. For numerical reasoning, GSM8K [38] and MATH [73] serve as

standard benchmarks. Commonsense reasoning tasks are evaluated using datasets

like CSQA [162] and StrategyQA [60], which require inference based on everyday

knowledge. The BBH benchmark [161] evaluates a wide range of logical tasks in-

cluding temporal understanding, categorization, and causality.

• Programming: Several benchmarks focus on testing LLMs’ capabilities in code gen-

eration. HumanEval [25], HumanEval+ [112], and MBPP [5] consist of Python pro-

gramming challenges paired with test cases that assess the functional correctness of

generated solutions. The DS1000 dataset [95] includes 1,000 tasks across seven popu-

lar data science libraries, offering two evaluation modes—code completion and code

insertion—based on automated test case validation.
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Open-ended Benchmarks. Unlike closed-ended benchmarks, open-ended evaluations

are characterized by their flexible, unconstrained response formats. These typically in-

volve conversational or instruction-following tasks without predefined correct answers.

Early open-ended datasets like Vicuna-80 [31], Open-Assistant-953 [91], and User-Instructions-

252 [180] use relatively small collections of synthetic prompts to gauge LLM performance.

However, these benchmarks tend to be limited in scope, often allowing comparison across

only a few models at a time. To address this, newer benchmarks such as AlpacaEval [107]

and Arena-Hard [104] introduce competitive evaluation strategies where model outputs

are directly compared to a reference model. A higher Win Rate indicates superior per-

formance, enabling a more scalable and interpretable comparison across numerous LLM

candidates.

2.4.2 Evaluation Paradigms

In scenarios where open-ended tasks lack definitive reference answers, external evalua-

tors—either human or language models—are often necessary for assessment. This section

outlines the main paradigms used for evaluation, encompassing both human annotators

and LLMs.

Human-based Evaluation. Traditional automatic metrics such as BLEU [141] and ROUGE

[109] depend on the existence of reference outputs and tend to show weak alignment

with human judgments, making them unsuitable for open-ended response evaluation.

To overcome this limitation, human raters are frequently employed to judge the quality

of model-generated outputs in such settings. For instance, [180, 190] adopt an ordinal

annotation approach, instructing annotators to classify responses into one of four qual-

ity categories: acceptable, minor issues, major issues, or unacceptable. However, this

method is susceptible to subjective biases, often leading to low agreement among an-

notators [85]. As an alternative, [164] suggests a comparative judgment method, where

annotators are shown outputs from two different models alongside the same prompt and

asked to identify the superior response. Building on this idea, [211] introduces the Elo rat-

ing system—commonly used in competitive games like chess—to compute relative rank-

ings among multiple LLMs. In this framework, the scores of each model are dynamically
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adjusted after every comparison, based on prior ratings and evaluation outcomes.

LLMs-based Evaluation. Although human evaluation delivers high-quality insights, it

is often resource-intensive and slow. Moreover, as LLM-generated content increasingly

mirrors human writing, it becomes harder for annotators to reliably differentiate between

the two [35]. To reduce reliance on manual labor and references, recent work has turned to

using LLMs themselves as evaluators across various natural language generation (NLG)

tasks. These approaches often bypass the need for gold-standard references and leverage

LLMs’ own reasoning abilities. Some studies mimic human pairwise comparison setups

by prompting LLMs—such as GPT-4—to choose the better output given two candidate

responses for a single input [107, 211], thereby automating evaluation in a cost-effective

and scalable manner.
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CHAPTER 3

ALIGNMENT DATA SYNTHESIS BY
ADVERSARIAL DISTILLATION

3.1 Introduction

LLMs capable of following natural language instructions have exhibited tremendous suc-

cess in generalizing zero-shot to new tasks and aligning with human values [125, 184].

Due to various concerns, the most advanced LLMs, such as ChatGPT [136] and GPT-

4 [135] that boasting billions of parameters, are typically proprietary, comprising both

the model parameter and the training data. To foster increased transparency regarding

their intricate operational mechanics, a surge in research efforts focusing on knowledge

distillation from a proprietary “teacher” LLM to an open-source “student” LLM. This is

typically accomplished by aligning the responses of the student model with those of the

teacher model to a set of instructions, which can be manually or automatically generated

[180, 164, 211, 194].

However, previous works employ a unidirectional approach to knowledge transfer

(solid arrow in Figure 3.1), where the teacher imparts knowledge to the student without

considering any “feedback”. To better illustrate this using a tangible classroom scenario,

the “feedback” refers to identifying the “hard” examples or problems where the student’s

performance falls short. This feedback guarantees that the teacher can provide bespoke

training that centers on “hard” examples, thereby paving the way for more effective and

tailored learning experiences for the student.

Inspired by adversarial knowledge distillation (AKD), which aims to iteratively im-

prove the student model’s performance by learning from generated hard samples [55,

122, 74], we propose an adversarial framework for distilling a proprietary LLM into a

compact student model. Nevertheless, these AKD methodologies necessitate accessibil-

ity to the weights or gradients of the teacher model, which cannot be directly adapted to

our setting. To circumvent this problem, we leverage the unparalleled role adaptability of
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Figure 3.1: An illustration of the distinction between our approach and earlier ones. Previ-
ous methods facilitate a one-way knowledge transfer from the teacher to the student (solid
arrow). Our approach, however, incorporates an innovative step (dashed arrow) that com-
pletes a loop: it enables the feedback”—identifying the student model’s weaknesses—to
be relayed back to the teacher, in order to foster tailored learning.

LLMs, which can be effectively employed through a diverse range of prompts [152]. In

particular, we prompt the proprietary teacher LLM to serve as a “referee” to discriminate

hard instructions where there exists a significant performance discrepancy between the

teacher’s and student’s responses, and serve as a “generator” to produce new instructions

that emulate the data distributions corresponding to the discriminated hard instructions.

Our framework, as depicted in Figure 3.2, consists of three stages in an iteration: (1) an

imitation stage to align the student’s response with the teacher’s response; (2) a discrim-

ination stage to identify hard instructions; (3) A generation stage to produce new hard

instructions for escalating the challenges presented to the student model. In essence, our

adversarial framework forms a positive feedback loop that efficiently bootstraps the student

model’s proficiency.
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To verify the efficiency and efficacy of our method, we apply our AKD framework

to transfer the knowledge of ChatGPT1 onto an open-source foundation LLM, known

as LLaMA [171]. We select Alpaca’s training data (generated from only 175 manually

selected seed instructions) as the initial training instructions and execute three iterations

of AKD, resulting in a total of 70K data that our model is trained on. We’ve christened our

model as Lion, drawing inspiration from the art of “distillation”. By conducting extensive

experiments on open-ended generation and reasoning datasets, which include a total of

40 sub-tasks, our Lion-13B showcases superior performance surpassing instruction-tuned

baseline models such as Vicuna [211].

Our main contributions are as follows:

• Our work is the first attempt to adopt the idea of adversarial knowledge distillation

to large language models.

• Our proposed framework demonstrates impressive efficiency and efficacy. With in-

struction tuning performed on 70k data without any human annotation, our Lion-

13B approximates ChatGPT’s capabilities on open-ended generation dataset and

largely outperforms the current SOTA model Vicuna-13B on reasoning tasks.

• The versatility of our framework allows for broad application: it is not exclusive

to ChatGPT but can be conveniently adapted to suit a variety of other proprietary

LLMs.

3.2 Methodology

Harnessing the learned knowledge of a sophisticated teacher model T(x; θT) where the pa-

rameter θT is inaccessible, our goal is to craft a more lightweight student model S(x; θS).

Ideally, a student model is optimal if the expectation of model discrepancy (which indi-

cates the prediction differences between teacher T and student S) on the uniform data

distribution is minimized. Inspired by the success of adversarial knowledge distillation

(AKD) [55, 122, 74], we turn to optimize an upper bound of the expectation —the expec-

tation of the model discrepancy on “hard samples”, where the teacher T and the student

1We access ChatGPT using the OpenAI API (gpt-3.5-turbo model).
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Figure 3.2: The overview of our adversarial distillation framework, where we craft a com-
pact Student LLM S based on a superior proprietary LLM that serves three roles: the
Teacher T, the Referee R, and the Generator G. From left to right, there are three stages in
an iteration: (1) Imitation; (2) Discrimination; (3) Generation.

S have a relatively large performance gap. These “hard samples” are inclined to domi-

nate the expectation of the model discrepancy. Thus, the overall expected model discrep-

ancy can be effectively and efficiently reduced by optimizing the student model S on these

“hard samples”. The underlying rationale is rather straightforward and can be analogized

to a real-world educational scenario: continuously concentrating on the “hard” knowl-

edge that the student finds challenging to grasp is the most effective manner of enhancing

a student’s proficiency.

However, in the process of training the student model S, hard samples will be mastered

by the student and converted into easy samples. Hence we need a mechanism to continu-

ously generate hard samples, which can be achieved by an adversarial framework.

The whole framework of our Adversarial Knowledge Distillation is depicted in Figure 3.2,

which contains three stages in an iteration: (1) an imitation stage to align the student’s re-

sponse with the teacher’s response; (2) a discrimination stage to identify hard samples; (3)

A generation stage to produce new hard samples for escalating the challenges presented

to the student model.
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3.2.1 Initilization

As shown in Figure 3.2, four roles and two data pools are established in our framework,

and we will comprehensively illustrate their functions later. We initialize our student

model S using a foundation LLM such as LLaMA [171]. We initialize our teacher model

T, referee R, and generator G by using the same proprietary LLM such as ChatGPT [136].

The multiple roles that this proprietary LLM serves are accomplished through the use

of varied prompt templates. We start the iteration from a given initial Train Pool XA =

{xAi }i∈[1,NA], where xAi is the i-th instruction in XA, and NA is the number of samples in XA.

The Cache Pool XB is initialized as identical to XA, consisting of instructions to evaluate

the performance of S and T.

3.2.2 Imitation Stage

To impart the knowledge of the teacher to the student, we construct the instruction-

response data {xAi ,T(xAi )}i∈[1,NA] by forward propagating instructions in the Train Pool

XA through the teacher T. The prompt template used for model inference is shown in

Table A.5. Like the imitation training of previous work [164, 211], we fine-tune our stu-

dent model S to align the response of the teacher model, by optimizing the autoregressive

language modeling objective.

3.2.3 Discrimination Stage

Figure 3.2 demonstrates that the discrimination stage starts from the Cache Pool, denoted

as XB. Even though this pool begins with the same initialization as the Train Pool, their

uses diverge. The Train Pool is rejuvenated by replacing its existing instructions with

freshly generated instructions, whereas the Cache Pool is enriched by incorporating these

generated instructions. As a result, the growing storage capacity of the Cache Pool pro-

vides a more extensive space for evaluating the performance gap between teacher T and

student S. This allows for more thorough detection of hard instructions.

In the discrimination stage, we ask the proprietary LLM to serve as a “referee”, which

quantifies the performance gap between T and S. Specifically, we feed each instruction xBi
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in the Cache Pool XB through both the teacher T and student S to generate the outputs

T(xBi ) and S(xBi ), respectively. Then we ask the referee R to quantitatively measure the

quality difference between teacher’s response T(xBi ) and student’s response S(xBi ), condi-

tioned on xBi :

di = R(T(xBi ), S(x
B
i ) | x

B
i ) (3.1)

The above process is conducted by using the prompt template (as shown in Table A.6) in-

spired by [211], which requires the LLM to consider the helpfulness, relevance, accuracy,

and level of detail of two responses and output two scores. To mitigate the positional

bias [177] of the LLM referee, we conduct two runs by exchanging the positions of the

teacher’s response and the student’s response and compute the final score as the average

of the two runs. Then di is calculated as the difference between the teacher’s score and the

student’s score. By setting a threshold τ (1.0 used in our experiments), we discriminate

hard instructions as those instructions with di ⩾ τ, and the others are identified as easy

ones. Figure 3.3b provides a clear and intuitive demonstration of which kinds of instruc-

tions are discriminated as hard in the first iteration. Compared with the instructions in

the Cache Pool (Figure 3.3a), the distribution of the identified hard instructions is quite

different, focusing more on complex tasks such as math, coding, etc.

(a) Instructions of the
Cache Pool in the first
iteration.

(b) Identified hard instruc-
tions in the first iteration.

(c) Generated hard in-
structions in the first iter-
ation.

Figure 3.3: The top 20 most common root verbs (inner circle) and their top 4 direct noun
objects (outer circle) in the instructions.
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3.2.4 Generation Stage

After carefully discerning the hard instructions, the generation stage aims to produce sam-

ples that mirror the data distributions corresponding to these challenging directives. This

process is achieved by employing the proprietary LLM as a generator, denoted as G, lever-

aging its exceptional prowess in content creation. Inspired by [194], we randomly sample

an instruction from the hard instructions and prompt the generator G to generate a new

instruction. The newly generated instruction is required to pertain to the same domain

and match the task type of the sampled instruction. The template utilized for this prompt

is exhibited in Table A.7. As shown in Figure 3.3c, the distribution of the newly generated

hard instructions appears to be comparable to that of the previously identified hard in-

structions. To mitigate the issue of catastrophic forgetting and to augment the diversity of

the generated instructions, we also randomly sample an instruction from the easy instruc-

tions and prompt the generator G to generate a new instruction that belongs to the same

domain as the sampled one, but exhibit a more long-tailed distribution. The template we

use to prompt this process is displayed in Table A.8.

In each iteration, we define N as the total count of newly generated instructions and

maintain a 1:1 ratio r between the generated hard instructions and the generated easy

instructions. To promote diversity, a new instruction will be deemed valid only if its

ROUGE-L overlap with any existing instructions in the Cache Pool is below 0.7. Finally,

as aforementioned in §3.2.3, we proceed to rejuvenate the Train Pool, replacing its exist-

ing instructions with freshly generated ones. Concurrently, we enrich the Cache Pool by

incorporating these newly generated instructions.

3.2.5 Min-Max Game Interpretation

Our adversarial knowledge distillation framework can be interpreted as a dynamic min-

max game: in the imitation stage, we fine-tune our student to minimize the model discrep-

ancy between itself and the teacher on hard samples; in the discrimination and generation

stage, we craft new hard samples to maximize the model discrepancy, based on the learn-

ing progress of the student model. This dialectic framework propels the student model

towards uncovering otherwise hidden knowledge, paving the way to complete under-
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standing. As the training progresses through several iterations, the system should ideally

achieve equilibrium. This is the point where the student model has mastered all the hard

samples and the referee R can no longer distinguish between the student S and teacher T

models. At this juncture, S becomes functionally indistinguishable from T.

3.3 Experiments

3.3.1 Experimental Setup

Datasets

In our experiments, we implemented a comprehensive LLM evaluation protocol that con-

siders a diverse range of abilities, such as writing, coding, commonsense, math, and log-

ical reasoning. The datasets we utilized can be classified into two main categories: open-

ended generation and reasoning.

Open-ended Generation Datasets. Vicuna-Instructions [211] is a set of 80 questions

spanning 9 distinct task categories. This dataset has gained extensive usage in evaluat-

ing the capabilities of LLMs. Within our work, we examine LLMs’ performance on this

dataset in two different settings:

• Setting1: Following Vicuna [211], we leverage GPT-4 to automatically assess the

quality of responses (rated on a scale of 1 to 10) between a reference model (Chat-

GPT) and a candidate model. Subsequently, we calculate the candidate model’s per-

formance as the percentage of the total score it achieves compared to the reference

model.

• Setting2: A recent work [177] pointed out that a systematic bias may exist in the

above-mentioned GPT-4 automatic evaluation. To mitigate this, they propose two

strategies, namely Multiple Evidence Calibration and Balanced Position Calibration,

to obtain closer alignment with human judgments.
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Reasoning Datasets. AGIEval [212] is a well-known benchmark that quantifies the rea-

soning capability of foundation models in the context of human-centric standardized ex-

ams, including college entrance exams, math competitions, lawyer qualification tests, etc.

We choose all English multiple-choice questions (8 tasks, 2,546 samples) among AGIEval

for our experiments. The data statistics are shown in Table A.1. BIG-Bench Hard (BBH)

[161] consists of a suite of challenging tasks from BIG-Bench [160], designed to assess the

capabilities and limitations of large language models. These are the tasks on which prior

language models underperform the average human rater. We choose all tasks that can

be formatted into multiple-choice questions (23 tasks, 5,511 samples) among BBH for our

experiments. The data statistics are shown in Table A.2.

• Setting: We evaluate reasoning capabilities under a zero-shot setting without any

exemplars and without Chain-of-Thought (CoT). For both AGIEval and BBH, we

use the prompt format and parsing following [212, 129]. Given the free-form re-

sponse from the generative models, only the first capital character in the response is

considered to compare with the gold answer (exact match). The result we report is

accuracy (%).

Baselines

We select five superior LLMs as baselines, including LLaMA [171], Alpaca [164], Wiz-

ardLM [194], Vicuna [211], and ChatGPT [136]. It is worth noting that Vicuna has consis-

tently ranked as the top open-source language model on multiple leaderboards, such as

Chatbot Arena2. Therefore, we will conduct a comprehensive comparison with Vicuna.

See detailed descriptions of these baselines in Appendix A.2.

Implementation Details

Training Details. Our student model is initialized using the pre-trained LLaMA. The

Train Pool and Cache Pool are initialized with the 52K automatically generated instruc-

tions from Alpaca [164]. The total number of iterations is set to 3, with 6K newly generated

instructions added at each iteration. This results in a total of 70K data that our model is
2https://chat.lmsys.org/?arena
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trained on in order to make a fair comparison with current SOTA baselines, including

WizardLM and Vicuna. The training hyperparameters are listed in Appendix A.3.

Inference Details. To draw inferences from Lion and ChatGPT, we calibrated the tem-

perature to 0.7 and set the maximum generation length at 1024. All other parameters

adhere to their default settings. For LLaMA, Alpaca, WizardLM, and Vicuna, we con-

figured their inference parameters in line with the specifications given in their respective

original papers. When engaging with the gpt-3.5-turbo API for various roles, we employ

an array of hyper-parameters, the specifics of which can be located in Appendix A.3.

3.3.2 Experimental Results

Results for Open-ended Generation

Table 3.1 shows the performance comparison of various models against ChatGPT as the

reference model, where GPT-4 is used as a referee/rater. Our Lion-7B and Lion-13B re-

markably outperform their counterparts under two evaluation settings. Noticeably, Lion-

13B shows an 8-point improvement over Vicuna-13B on aggregate, achieving 98.38% ca-

pabilities of ChatGPT.

Model Setting1 Setting2 Avg.

LLaMA-7B 58.46 59.12 58.79
Alpaca-7B 69.29 67.20 68.25
WizardLM-7B 89.29 86.67 87.98
Vicuna-7B 87.79 89.96 88.88
Lion-7B 94.74 92.88 93.81

LLaMA-13B 69.23 68.21 68.72
Alpaca-13B 76.87 74.69 75.78
Vicuna-13B 92.25 92.97 92.61
Lion-13B 96.57 100.18 98.38

Table 3.1: Relative response quality (%) against ChatGPT (assessed by GPT-4) on Vicuna-
Instructions.

To comprehensively compare with other baseline models on the capability to generate

high-quality responses on various types of instruction, the relative response quality (Set-

ting2) among different task categories is depicted in Figure 3.4. Our model impressively
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and slightly surpasses ChatGPT in the generic, knowledge, common-sense, and counter-

factual task categories. Furthermore, for the two difficulty task categories described in

the previous study [211, 194], our model significantly outperforms other baseline models

with at least 32.32% relative score in the math task category while exceeding most of the

baseline in the coding generation task category.

Figure 3.4: Relative response quality against ChatGPT on diverse task categories of
Vicuna-Instructions.

Results for Reasoning

AGIEval Results. Table 3.2 presents the standard zero-shot performance comparison

between Lion and baseline models on the AGIEval benchmark for multiple-choice English

questions. Lion demonstrates significantly stronger performance compared to Vicuna,

surpassing it in most task categories and achieving an average relative improvement of

over 16%. However, Lion-13B still significantly lags behind ChatGPT, only retaining 72.5%

of its reasoning capability.

BIG-Bench Hard Results. Table 3.3 displays the zero-shot performance comparison be-

tween Lion and baseline models on BIG-Bench Hard with standard zero-shot prompt-

ing. Similar to AGIEval, Vicuna exhibits poor performance on sophisticated reasoning
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Task Human ChatGPT Vicuna-7B Lion-7B Vicuna-13B Lion-13BAvg Top

AQuA-RAT 85.0 100.0 31.9 23.2 18.5 (-20.3%) 20.1 26.0 (29.4%)
LogiQA 86.0 95.0 35.0 21.4 31.8 (48.6%) 29.8 31.3 (5.0%)
LSAT-AR 56.0 91.0 24.4 22.2 17.4 (-21.6%) 20.4 23.0 (12.7%)
LSAT-LR 56.0 91.0 52.6 18.6 28.2 (51.6%) 32.6 32.6 (0.0%)
LSAT-RC 56.0 91.0 65.4 21.9 29.4 (34.2%) 32.7 40.9 (25.1%)
SAT-Math 66.0 94.0 42.7 21.4 20.9 (-2.3%) 28.6 29.4 (2.8%)
SAT-English 66.0 94.0 81.1 25.7 36.4 (41.6%) 44.2 53.9 (21.9%)
SAT-English (w/o Psg.) 66.0 94.0 44.2 26.2 27.7 (5.7%) 26.2 36.2 (38.2%)

Average 67.1 93.8 47.2 22.6 26.3 (16.4%) 29.3 34.2 (16.7%)

Table 3.2: Zero-shot performance comparison of ChatGPT, Vicuna, and Lion on AGIEval
(multiple-choice English questions). We report the performance of Human, ChatGPT, and
Vicuna from [129]. Performance improvements obtained by Lion over Vicuna are shown
in parenthesis.

Task ChatGPT Vicuna-7B Lion-7B Vicuna-13B Lion-13B

Boolean Expressions 82.8 39.2 55.2 (40.8%) 40.8 65.6 (60.8%)
Causal Judgement 57.2 39.7 50.3 (26.7%) 42.2 43.9 (4.0%)
Date Understanding 42.8 8.6 34.0 (295.3%) 10.0 40.4 (304.0%)
Disambiguation QA 57.2 15.2 35.6 (134.2%) 18.4 44.8 (143.5%)
Formal Fallacies 53.6 40.0 46.0 (15.0%) 47.2 52.4 (11.0%)
Geometric Shapes 25.6 3.6 8.8 (144.4%) 3.6 8.8 (144.4%)
Hyperbaton 69.2 42.8 51.6 (20.6%) 44.0 56.8 (29.1%)
Logical Deduction (5 objects) 38.8 4.8 19.6 (308.3%) 4.8 20.8 (333.3%)
Logical Deduction (7 objects) 39.6 1.2 14.4 (1100.0%) 1.2 21.2 (1666.7%)
Logical Deduction (3 objects) 60.4 19.6 40.4 (106.1%) 16.8 38.0 (126.2%)
Movie Recommendation 55.4 24.4 26.8 (9.8%) 43.4 57.6 (32.7%)
Navigate 55.6 43.6 49.2 (12.8%) 46.4 45.2 (-2.6%)
Penguins in a Table 45.9 17.5 24.7 (41.1%) 15.1 26.7 (76.8%)
Reasoning about Colored Objects 47.6 14.0 15.2 (8.6%) 12.0 17.6 (46.7%)
Ruin Names 56.0 12.2 14.4 (18.0%) 15.7 29.2 (86.0%)
Salient Translation Error Detection 40.8 2.0 12.0 (500.0%) 2.0 12.4 (520.0%)
Snarks 59.0 28.0 56.2 (100.7%) 28.1 61.2 (117.8%)
Sports Understanding 79.6 40.4 48.4 (19.8%) 48.4 51.6 (6.6%)
Temporal Sequences 35.6 21.2 24.4 (15.1%) 16.0 10.4 (-35.0%)
Tracking Shuffled Objects (5 objects) 18.4 6.4 14.4 (125.0%) 9.2 24.8 (169.6%)
Tracking Shuffled Objects (7 objects) 15.2 4.0 13.6 (240.0%) 5.6 13.2 (135.7%)
Tracking Shuffled Objects (3 objects) 31.6 26.8 34.0 (26.9%) 23.2 34.4 (48.3%)
Web of Lies 56.0 49.4 47.2 (-4.5%) 41.2 54.8 (33.0%)

Average 48.9 21.9 32.0 (45.9%) 23.3 36.2 (55.4%)

Table 3.3: Zero-shot performance comparison of ChatGPT, Vicuna, and Lion on BIGBench
Hard (multiple-choice questions) without CoT. We report the performance of ChatGPT
and Vicuna from [129]. Performance improvements obtained by Lion over Vicuna are
shown in parenthesis.

tasks within this benchmark, while Lion substantially surpasses Vicuna by around 50%

on average. Particularly, Lion demonstrates significant performance enhancements of

over 100% on tasks involving data understanding, semantic understanding (Disambigua-

tion QA and Snarks), logical and geometric reasoning (Logical Deduction and Geometric

Shapes), and position reasoning (Tracking Shuffled Objects). Despite achieving an aver-
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age ability of nearly 74% compared to ChatGPT on BBH, Lion-13B surpasses ChatGPT in

several tasks, including Movie Recommendation, Snarks (identifying sarcastic sentences

from two nearly-identical ones), and Tracking Shuffled Objects. This demonstrates the

effectiveness of our method.

3.4 Analysis

3.4.1 Ablation Study

The Threshold τ for Distinguishing between Hard and Easy Instructions. We system-

atically explored τ ranging from 0.0 to 2.0 and documented its influence on average per-

formance across three datasets. Table 3.4 reveals an optimal range of τ between 1.0 and

1.5 for all datasets. Notably, elevating τ from 0.0 to 1.0 consistently enhances performance

across all datasets, indicating effective differentiation between hard and easy instructions.

However, a continuous increase from 1.0 to 2.0 gradually degrades performance due to de-

creased diversity in hard instructions. The ablation results demonstrate that our method

is not quite sensitive to a large value of τ.

Threshold τ Vicuna-Instructions (Avg.) AGIEval (Avg.) BBH (Avg.)

0.0 89.58 22.4 26.5
0.5 92.16 23.5 29.8
1.0 93.81 26.3 32.0
1.5 94.09 25.7 31.6
2.0 92.23 24.6 31.3

Table 3.4: Ablation study of the threshold τ for Lion-7B.

The Ratio r of Generated Hard and Easy Instructions. We change the ratio of gener-

ated hard instructions to generated easy instructions from 1:0 (all hard) to 0:1 (all easy)

and investigate its impact on average performance across three datasets. It can be seen

from Table 3.5 that higher ratios of hard to easy instructions generally lead to improved

performance, with a balanced ratio of 1:1 yielding the highest average scores.
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Ratio r Vicuna-Instructions (Avg.) AGIEval (Avg.) BBH (Avg.)

1:0 89.60 24.3 30.8
2:1 92.95 25.7 33.1
1:1 93.81 26.3 32.0
1:2 91.77 23.9 29.6
0:1 90.02 22.1 24.3

Table 3.5: Ablation study of the ratio r for Lion-7B.

3.4.2 The Learning Dynamics of Lion

In Figure 3.5, we delve into the learning dynamics of Lion by visualizing its performance

on AGIEval and BBH throughout the training iterations. The results clearly demonstrate

that our adversarial knowledge distillation framework consistently enhances the perfor-

mance of the student model as the iterations progress. Notably, the most significant im-

provement in capability occurs in the first iteration, suggesting the usefulness of the iden-

tification of challenging example patterns (refer Figure 3.3b).
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Figure 3.5: Performance of Lion-7B and Lion-13B on AGIEval and BBH through the train-
ing iterations.
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3.5 Conclusion and Discussion

3.5.1 Conclusion

This chapter presents an innovative adversarial knowledge distillation framework for dis-

tilling a proprietary LLM into a compact, open-source student model. While previous

methodologies have concentrated on unidirectional knowledge transfer, our approach

seeks to integrate “feedback” into the learning process. Leveraging the versatile role

adaptability of LLMs, we prompt the proprietary model to identify “hard” instructions

and generate new “hard” instructions for the student model, creating a three-stage adver-

sarial loop of imitation, discrimination, and generation. This approach allows us to refine

the student model’s performance iteratively, efficiently bootstrapping its proficiency. We

aspire that our model, named Lion, may serve as a baseline to reflect the performance of

ChatGPT, especially the open-source instruction-following language model baseline for

our community.

3.5.2 Discussion

The Model Capability. We have identified that Lion is subject to certain constraints: (1)

A recent study [66] asserts that “model imitation is a false promise” since imitation models

are adept at mimicking ChatGPT’s style but fall short in improving LMs across more chal-

lenging tasks. While Lion still lags behind its teacher model ChatGPT in handling intricate

reasoning tasks (as shown in our experiments), it demonstrates promising improvements

compared to previous imitation models. Therefore, our adversarial knowledge distilla-

tion framework may provide a more effective way for knowledge transfer. (2) Since our

training data doesn’t encompass dialogues, Lion struggles to manage multi-turn conver-

sations. (3) Due to computational resource constraints, Lion’s maximum sequence length

is limited to 1024. Consequently, it faces challenges when dealing with long documents.

Despite these limitations, we envision Lion serving as an accessible springboard for future

research endeavors aimed at addressing these limitations.

The Training Process. To train a single student model, we request the gpt-3.5-turbo API

around 450k times, a number that is roughly 70% of the WizardLM’s usage of 624k [194].
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Nonetheless, this utilization incurs a considerable expense, nearing $900. In contrast to

methods like Alpaca [164] and WizardLM [194], which only fine-tune the student model

once, our adversarial knowledge distillation method employs iterative parametric up-

dates to the student model. While this iterative approach inevitably leads to slower it-

eration speed, it offers additional benefits. Finally, different from traditional adversarial

knowledge distillation where the weights of the generator are iteratively updated, we use

a black-box and parameter-frozen LLM (ChatGPT in our paper) to serve the role. There-

fore, the quality of the LLM is quite essential in the generation of new instructions.

The Evaluation Metrics. Though automated evaluations leveraging GPT-4 have show-

cased promising prospects in appraising chatbot performance, the technique is yet to

reach a level of maturity and accuracy, especially considering the propensity of large lan-

guage models to generate non-existent or “hallucinated” information. Evaluating the ef-

ficacy of LLM across various tasks presents a considerable challenge since different tasks

require quite different expertise [180]. Therefore, the creation of a comprehensive, stan-

dardized evaluation system for chatbots is a prevailing research challenge that demands

additional exploration and study.
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CHAPTER 4

ALIGNMENT DATA SYNTHESIS FROM
SCRATCH VIA WEB RECONSTRUCTION

4.1 Introduction

LLMs [16, 135, 51] have become integral across a myriad of applications, demonstrat-

ing exceptional performance on diverse tasks by effectively following instructions and

aligning with human values [136, 135]. Their remarkable performance largely stems from

supervised fine-tuning (SFT) [184, 125] on instruction-response pairs. This process em-

powers LLMs to produce customized outputs when provided with specific instructions,

facilitating their adaptation to novel tasks without prior exposure.

A fundamental challenge in advancing the instruction-following capabilities of LLMs

lies in the collection of high-quality instruction-tuning (IT) data. Early approaches pri-

marily rely on human experts to manually generate and curate IT data [181, 41], which is

both time-intensive and resource-heavy. To mitigate these limitations, Semi-Automated

Synthetic Methods [180, 164, 194] leverage LLMs to expand small, human-annotated seed

datasets using few-shot prompting techniques. While effective, the performance of these

methods is highly sensitive to prompt engineering and the careful selection of seed exam-

ples [196]. More recently, Fully Automated Synthetic Methods, such as WebInstruct [203]

and instruction backtranslation [105], have emerged as scalable alternatives that eliminate

human involvement by synthesizing IT data based on web-scraped documents. These

methods, however, often operate under strong assumptions about the structure and con-

tent of raw web data, such as the availability of explicit question-answer pairs or minimal

irrelevant content. Consequently, they can only handle a limited scope of web documents,

restricting their diversity and leading to suboptimal performance across various tasks.

To overcome these limitations, we propose Web Reconstruction (WebR)—a novel

framework that synthesizes high-quality IT data from raw web documents with minimal
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Figure 4.1: Our proposed Web Reconstruction method surpasses previous techniques by
being (1) fully automated, eliminating the need for manual intervention or seed data; (2)
minimally reliant on assumptions about the structure and content of web documents; and
(3) capable of generating high-quality IT data.

assumptions on web and no reliance on human annotations, enabling broader adapt-

ability and improved performance. Unlike backtranslation, which directly treats web

content as a response, or WebInstruct, which extracts QA pairs, WebR introduces a novel

paradigm by conceptualizing web reconstruction as an instruction-tuning data synthe-

sis task. At its core, WebR aims to transform raw, noisy web documents into human-

preferred, response-like outputs through a dual-perspective paradigm. Each web docu-

ment is designated as either an instruction or a response, triggering the reconstruction

process: (1) Web as Instruction introduces a first-of-its-kind web rewriting approach in IT

data synthesis, where raw web document is concatenated with a synthesized rewrite re-

quest to serve as a complete instruction; (2) Web as Response enhances backtranslation [105]

by introducing a novel rollout and refinement process, mitigating reliance on strong web

content assumptions. Crucially, we show that these two perspectives are complementary

(refer to Table 4.3): Web as Instruction enhances reasoning and understanding tasks, while

Web as Response improves instruction-following and question-answering tasks.

We apply WebR to the Llama3-70B-Instruct and GPT-4o-mini models, creating two

100k-sample IT datasets: WebR-Basic and WebR-Pro. To validate their effectiveness, we
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train various LLMs, including Llama3-8B-base and Qwen2.5-1.5/3/7/14B-base, and eval-

uate them on over ten widely used benchmarks. Our experiments provide key contribu-

tions and insights into IT data synthesis:

• Efficacy: WebR is the first web-based IT synthetic method to consistently surpass

current IT datasets with human annotations;

• Compatibility: Merging WebR with existing IT datasets yields further performance

gains;

• Data Efficiency: The performance of WebR improves linearly relative to the loga-

rithmic growth of training data;

• Scalability: WebR scales with LLM size, consistently boosting larger models;

• Domain Adaptability: WebR achieves domain adaption by simply adjusting the

proportion of source web documents.

4.2 Web Reconstruction

Prior fully automated synthetic methods often rely on strong assumptions about the struc-

ture and content of raw web documents—such as the presence of explicit question-answer

pairs, minimal irrelevant content, or appropriate expressions—necessitating complex pre-

processing steps like retrieval and filtering. In contrast, we introduce the Web Recon-

struction (WebR) framework, which leverages a powerful, off-the-shelf LLM to overcome

these limitations by directly reconstructing unstructured and noisy web content into high-

quality, response-like outputs. As shown in Figure 4.2, WebR comprises two core strate-

gies: (1) Web as Instruction, where raw web content is concatenated with a synthesized

rewrite request to serve as a complete instruction, guiding the generation of a reorganized,

coherent response; (2) Web as Response, where a latent instruction is inferred by treating

raw web content as a response, enabling reconstruction through the LLM’s initial rollout

and subsequent refinement. By adopting this dual-branch approach, WebR efficiently gen-

erates high-quality instruction-response pairs, ensuring contextually appropriate outputs

while eliminating the need for extensive preprocessing.
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The Research Subgroup comprises members from across the Cannabis and Hemp CBD sector in the UK. The 
Group exists to commission and carry out research and publish research submissions to further the overall 
aims of the Council. The main focus of the Research Subgroup is to carry out a Health economic analysis…

Raw Web
GitHub

Rewrite Instruction

Rollout Response

{Raw Web}

Create a concise (200-word) version of the text, starting with an 
overview followed by key objectives. Use clear headings (‘#’) for 
each section to ensure readability and use a professional tone.

# Research Subgroup Overview
The Research Subgroup is composed of members representing 
various stakeholders in the UK Cannabis and Hemp CBD sector. 
Its primary aim is to commission and execute research that 
supports the overarching goals of the Council. 

## Key Objectives
The subgroup will focus on the following areas:
1. **Health Economic Analysis**: Conducting cost-benefit 

analysis and long-term economic evaluation to assess the 
economic impacts of cannabis-related healthcare.

2. **Patient and Prescriber Engagement**: Raising awareness 
among patients and healthcare providers about conditions 
beyond pain and anxiety.

…

① Web as Instruction

Refined Response
The Research Subgroup in the 
UK Cannabis and Hemp CBD 
sector focuses on several key 
objectives and areas:

1. **Health Economics**:
   - **Cost-Benefit Analysis**: 
Performing comprehensive 
evaluations to assess the 
financial impacts of medical 
cannabis.
   - **Long-Term Economic 
Evaluation**: Assessing the 
long-term impacts of 
medical cannabis on overall 
healthcare expenditures.
2. **Patient Engagement**:
…

Instruction Corresponding to the Web

What are the main objectives and areas of focus for the Research 
Subgroup in the UK Cannabis and Hemp CBD sector?

② Web as Response

Rollout Response
The Research Subgroup in the 
UK Cannabis and Hemp CBD 
sector focuses on several key 
objectives and areas:

1. **Health Economics**:
   - **Cost-Benefit Analysis**: 
Performing comprehensive 
evaluations to assess the 
financial impacts of medical 
cannabis.
2. **Patient Engagement**:
…

Raw Web & Instruction provided

LLM

Figure 4.2: Overview of the proposed Web Reconstruction (WebR) framework. Lever-
aging an off-the-shelf LLM, WebR transforms raw web documents into high-quality
instruction-response pairs. It strategically assigns each document as either an instruc-
tion or a response to trigger the process of web reconstruction.

4.2.1 Web as Instruction

Raw web documents often contain disorganized or irrelevant information that hinders di-

rect usability. Even when dealing with well-structured content, further refinement is often

required to meet human-preferred formats and stylistic conventions. A natural approach

to reconstructing web content is to rewrite it according to specific requirements, such as

style, format, structure, etc. To ensure diverse and realistic rewriting scenarios, we lever-

age a powerful LLM to generate a detailed rewrite request tailored to the original docu-

ment’s content (See prompt in Figure B.3). The request, along with the raw web content,

are concatenated to form a comprehensive instruction. In addition to whole-document

transformations, we further enhance task diversity by randomly (50% probability) gener-

ating rewrite requests that target specific sections of the web content rather than the entire

document, as shown in Figure B.4. This simulates real-world text manipulation scenar-

ios where users may need to extract and modify only certain portions of a text. The cu-
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rated instructions are then processed by the LLM to produce reconstructed web content.

Notably, the complexity of rewrite requests naturally encompasses various NLP tasks,

such as summarization, information extraction, and semantic understanding. Addressing

these tasks requires LLM to demonstrate advanced reasoning and comprehension abili-

ties, thereby enhancing its proficiency in instruction-following, contextual understanding,

and reasoning (as verified in Table 4.3).

4.2.2 Web as Response

Inspired by instruction backtranslation [105], we propose an alternative approach to re-

construct web content by treating the web as a response. Specifically, we utilize a LLM

to predict a latent instruction for which the raw web content would serve as an ideal re-

sponse, as illustrated in Figure B.5. To further enhance diversity, specific segments of web

content are treated as responses (with a 50% probability), as depicted in Figure B.6. Un-

like traditional back-translation methods, which directly treat latent instructions and raw

web content as instruction-response pairs, our approach introduces a two-stage refine-

ment process. First, we generate an initial response by rolling out an LLM prediction for

the latent instruction. Next, we refine this response using both the raw web content and

the latent instruction to produce a more accurate and comprehensive output, as shown

in Figure B.7. The initial rollout ensures that the response exhibits human-like fluency

and natural language style, while the subsequent refinement step integrates critical infor-

mation from the raw web, ensuring that the final response is both precise and thorough.

This dual-stage process significantly enhances the LLM’s performance in knowledge ac-

quisition and question-answering tasks, as demonstrated by the improvements reported

in Table 4.3. The generated instruction as well as the refined response are finally paired as

IT data.

4.2.3 Dataset Construction Details

Following prior work [105, 203], we construct our dataset by sampling raw web docu-

ments from three diverse and representative domains: 70% from the English subset of

Common Crawl [40] (general domain), 15% from OpenWebMath [143] (math domain),

41



and 15% from GitHub [40] (code domain). To enable large-scale creation of diverse syn-

thetic data for various scenarios, we adopt a persona-driven instruction synthesis strategy

inspired by [58]. Initially, an LLM generates personas for the raw web documents (see

template in Figure B.2), which guide the subsequent instruction synthesis for our pro-

posed Web Reconstruction process. The ratio of Web as Instruction to Web as Response is set

to 2:1, following insights from the ablation study presented in Table 4.3. To enhance di-

versity and eliminate redundancy, we apply MinHash [15] deduplication based on n-gram

features of instructions. We configure the signature size to 128 and the similarity threshold

to 0.7. The final synthesized dataset comprises 100,000 instruction-response pairs.

To evaluate the effectiveness of WebR in generating high-quality IT datasets, we use

WebR to construct datasets with two LLMs: the open-source Llama3-70B-Instruct [51]

(temperature=0.6, top-p=0.9) and the proprietary GPT-4o-mini [135] (temperature=0.7,

top-p=1.0). The resulting datasets, WebR-Basic (from Llama3) and WebR-Pro (from GPT-

4o-mini), differ in their generative capabilities and quality. A comparative analysis of

the average token lengths is presented in Appendix B.3, while a detailed cost analysis of

WebR is provided in §4.4.2. Notably, the overall expenditure for calling GPT-4o-mini API

is $38.57.

4.3 Experiments

4.3.1 Experimental Setup

Baselines. We compare the family of IT datasets generated by WebR with ten state-of-

the-art (SOTA) open-source IT datasets, categorized as follows: (1) Human-crafted data:

ShareGPT [211] and WildChat [209] are exemplary human-written datasets containing

112K and 652K high-quality multi-round conversations between humans and GPT, re-

spectively. (2) Semi-automated synthetic data: Alpaca [164] and Evol-Instruct [194] rep-

resent widely-used synthetic datasets generated with semi-automated techniques. (3)

Mixed data: Tulu V2 Mix [81] and OpenHermes 2.5 [166] are crowd-sourced datasets

that aggregate diverse open-source IT datasets, featuring 326K and 1M conversations,

respectively. (4) Fully automated synthetic data: Magpie [196] synthesizes IT data by

prompting Llama3-70B-Instruct with its chat template, from which we sample 100k ex-
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amples. To ensure a fair and controlled comparison, we reproduce several representative

web-based IT synthesis methods—namely WebInstruct [203], Backtranslation [105], and

DoG-Instruct [26]—using the same source web data as our proposed WebR. All methods are

implemented based on the LLaMA3-70B-Instruct model, thereby aligning model capacity

and input sources across approaches.

Models and Training Settings. For instruction tuning (IT), we train Llama3-8B-base [51]

and Qwen2.5-1.5/3/7/14B-base [165] on various IT datasets. For each IT dataset, we fine-

tune models with five different random seeds and report the average performance. We

adhere to the official instruction templates provided by each model. To ensure a fair com-

parison, we use consistent training hyperparameters across different baseline datasets.

The comprehensive implementation details are listed in Appendix B.1.

Evaluation Benchmarks and Metrics. We evaluate the performance of the fine-tuned

models using four widely adopted instruction-following benchmarks: AlpacaEval 2 [107],

Arena-Hard [104], MT-Bench [211], and IFEval [214]. For AlpacaEval 2, we report the

length-controlled win rate (LC), which ensures robustness against verbosity. For Arena-

Hard, we report the win rate (WR) against the baseline model. For MT-Bench, we provide

the average score, using GPT-4-turbo as the evaluation judge. For IFEval, we report two

metrics: prompt-level strict accuracy (Pr. (S)) and instruction-level strict accuracy (Ins.

(S)). More evaluation details are listed in Appendix B.2.

4.3.2 Experimental Results

WebR Outperforms Existing Baselines. Table 4.1 highlights the performance of Llama3-

8B-base fine-tuned with datasets generated by WebR, compared to those fine-tuned with

baseline datasets. A general trend emerges: IT datasets requiring higher human effort

tend to exhibit better performance than those with lower or no human effort. Neverthe-

less, our WebR-Basic, which entirely eliminates human effort in dataset creation, signif-

icantly and consistently surpasses the SOTA Magpie dataset across all four benchmarks

with a 16.65% average improvement. To ensure a fair and more challenging compari-

son, we deduplicated and randomly sampled 100k instructions from baseline datasets of
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varying human effort levels (high, mid, and low) and generated responses using GPT-4o-

mini, naming this synthesized strong baseline "IT Mix." We also generate responses using

GPT-4o-mini for Magpie and compare with our proposed method. Even under the same

response generator, WebR-Pro consistently outperforms IT Mix and Magpie by 7.73% and

12.55%, respectively. These results validate that datasets generated by WebR possess su-

perior quality, enabling significantly enhanced instruction-following performance.

Human Response Alpaca Arena MT IFEvalIT Data #Data Effort Generator Eval 2 Hard Bench Pr. (S) Ins. (S) Avg.

None (w/o fine-tuning) - - - 0.18 0.31 1.78 16.26 18.01 7.31

ShareGPT 112k High ChatGPT 9.89 6.49 6.34 38.52 42.26 22.70
WildChat 652k High GPT-3.5 & 4 14.62 8.73 6.60 39.53 45.66 23.03
Tulu V2 Mix 326k Mid Mix 9.91 5.41 5.76 37.69 41.05 19.96
OpenHermes 2.5 1M Mid Mix 12.89 8.20 6.51 38.82 43.52 21.99
Alpaca 52k Low Davinci-003 4.21 1.24 3.75 20.21 23.56 10.59
Evol Instruct 143k Low ChatGPT 7.19 5.58 5.77 39.00 44.25 20.36
WebInstruct 100k No Llama3-70B 3.43 1.69 5.35 18.99 20.56 10.00
Backtranslation 100k No Llama3-70B 5.24 2.81 3.74 26.85 29.61 13.65
DoG-Instruct 100k No Llama3-70B 11.75 8.07 5.92 36.60 41.87 20.84
Magpie 100k No Llama3-70B 23.62 13.98 6.26 33.83 43.07 24.15
WebR-Basic 100k No Llama3-70B 25.33 16.50 6.95 41.40 50.69 28.17

IT Mix 100k Mid GPT-4o-mini 30.39 28.03 7.36 43.30 47.38 31.29
Magpie 100k No GPT-4o-mini 32.61 27.97 7.26 36.81 45.07 29.95
WebR-Pro 100k No GPT-4o-mini 34.36 31.10 7.57 43.79 51.76 33.71

(IT + WebR-Pro) Mix 100k Mid GPT-4o-mini 35.00 34.23 7.50 48.06 53.23 35.60
(IT + WebR-Pro) Merge 200k Mid GPT-4o-mini 35.40 35.12 7.59 49.72 53.97 36.36

Table 4.1: Instruction-following performance comparison of various IT data, based on
Llama3-8B.

Compatibility of WebR. To explore the potential synergy between WebR and existing

datasets, we merged IT Mix and WebR-Pro using two strategies: (1) random sampling of

50k data points from each dataset and (2) direct concatenation. As shown in Table 4.1,

both merged datasets deliver further performance improvements over their individual

components, establishing new SOTA results. This can be attributed to the complementary

strengths of the datasets: IT Mix offers broader data coverage, while WebR-Pro provides

higher quality and more challenging instructions, as evidenced in Figure 4.3.

Performance on Downstream Benchmarks. We evaluate the impact of various instruction-

tuning datasets on downstream task performance across multiple domains1: (1) Knowl-

edge: MMLU [72]; (2) Reasoning: ARC [36] and WinoGrande [151]; (3) Math: MATH [73]
1Evaluation settings are aligned with https://opencompass.org.cn.
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and GSM8K [38]; (4) Code: HumanEval [25]. As shown in Table 4.2, models fine-tuned

on the WebR datasets outperform those trained on other baselines, demonstrating their

effectiveness in improving generalization across diverse downstream tasks, especially in

challenging benchmarks like ARC and WinoGrande. Furthermore, the combination of

WebR-Pro and IT Mix further validates the complementary strengths of WebR data in

aligning models with complex task requirements.

IT Data MMLU ARC WinoGrande MATH GSM8K HumanEval Avg.

None (w/o fine-tuning) 60.56 73.52 52.14 19.62 56.16 39.08 50.18

WildChat 58.46 72.62 49.43 19.34 60.25 42.55 50.44
OpenHermes 2.5 60.08 75.65 51.22 24.18 64.70 44.43 53.38
Magpie 58.58 71.53 51.93 16.12 57.39 40.85 49.40
WebR-Basic 60.85 76.27 52.91 20.28 55.57 40.10 51.00
IT Mix 57.44 73.56 50.36 22.00 61.87 45.12 51.73
WebR-Pro 61.15 74.92 53.20 24.94 60.69 48.73 53.94
(IT + WebR-Pro) Mix 60.69 77.63 50.67 26.34 64.90 50.61 55.14
(IT + WebR-Pro) Merge 61.02 76.27 52.72 28.36 66.41 50.61 55.90

Table 4.2: Performance comparison of downstream tasks (Knowledge, Reasoning, Math,
Code) based on Llama3-8B.

4.3.3 Ablation Study

Table 4.3 compares the LLM performance using different settings to construct WebR-Pro.

• w/o Persona: removing the author’s persona information during instruction gener-

ation leads to performance declines across almost all benchmarks.

• w/o Part: creating instructions solely from the entire web content, rather than using

specific parts, causes notable performance degradation, particularly on IFEval and

reasoning-intensive tasks like ARC and MATH.

• w/o Refinement: skipping the refinement step for Web as Response—by directly adopt-

ing the rollout response as the final output—results in a substantial drop in instruction-

following performance.

• w/o MinHash: eliminating MinHash-based deduplication decreases performance

across all benchmarks, highlighting the importance of maintaining dataset diversity.

• Ratio of Web as Instruction to Web as Response: varying the ratio of Web as In-

struction to Web as Response data synthesis reveals that each component contributes
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uniquely to model capabilities. Specifically, Web as Instruction enhances reasoning

and understanding tasks (e.g., ARC and MATH), while Web as Response primarily

improves instruction-following and question-answering tasks (e.g., IFEval and Al-

pacaEval 2). The optimal balance is achieved at a ratio of 2:1, which delivers the best

overall performance.

Alpaca MT IFEvalSetting Eval 2 Bench Pr.
(S)

Avg. MMLU ARC MATH HumanEval Avg.

WebR-Pro 34.17 7.50 43.55 28.41 61.15 74.92 24.94 48.73 52.43

-w/o Persona 33.30 6.93 44.69 28.31 60.98 74.58 24.03 48.50 52.02
-w/o Part 33.89 7.53 42.60 28.01 61.05 72.53 22.73 48.41 51.18
-w/o Refinement 31.61 7.42 44.73 27.92 59.83 74.92 24.36 48.61 51.93
-w/o MinHash 32.43 7.29 43.02 27.58 60.69 74.92 24.82 47.15 51.90

Ratio of Web as Instruction to Web as Response (2 : 1 in WebR)
1 : 0 29.15 7.10 39.56 25.27 58.79 74.58 25.74 50.00 52.28
1 : 1 33.16 7.39 43.26 27.94 60.60 73.22 25.18 48.78 51.95
1 : 2 32.99 7.33 42.85 27.72 57.76 72.61 25.26 50.00 51.41
0 : 1 33.41 6.68 42.54 27.54 52.68 72.90 23.30 46.95 48.96

Table 4.3: Ablation study based on Llama3-8B.

4.4 Analysis

4.4.1 Dataset Analysis of WebR

Diversity. We utilize a quantitative measure of diversity: (1) We randomly sample N =

10, 000 instructions from each dataset and encode them using the all-mpnet-base-v22

embedding model; (2) We compute the average cosine similarity between all embedding

pairs and define embedding diversity as 1 − 1
C(N,2)

∑
∀i<j cos(ei, ej), where higher values

indicate greater diversity. Our results in Table 4.4 demonstrate that WebR-Pro achieves

the highest diversity score (0.93), matching that of WildChat, which involves high human

effort. Notably, WebR-Pro surpasses all other datasets—including those requiring human

annotation like OpenHermes (0.87) and Evol Instruct (0.88)—indicating its strong capabil-

ity to generate diverse instructions automatically. Furthermore, it outperforms previous

2https://huggingface.co/sentence-transformers/all-mpnet-base-v2
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IT Data Human Effort Avg. Score Diversity

WildChat high 23.03 0.93
OpenHermes mid 21.99 0.87
Evol Instruct low 20.36 0.88
WebInstruct no 9.79 0.84
Magpie no 24.15 0.92
WebR-Basic no 28.17 0.91
WebR-Pro no 33.58 0.93

Table 4.4: Comparison of embedding diversity.

Figure 4.3: Statistics of instruction quality and difficulty.

automatic baselines such as WebInstruct (0.84) and Magpie (0.92), highlighting its effec-

tiveness in promoting diversity without human intervention.

Quality and Difficulty. Following Magpie [196], we use the Qwen2.5-72B-Instruct model

to evaluate the quality and difficulty of each instruction, categorizing them into five lev-

els. As depicted in Figure 4.3, synthetic data generally demonstrates higher quality and
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greater difficulty compared to human-crafted instructions. In particular, WebR-Basic ex-

hibits superior distributions in both quality and difficulty metrics, surpassing existing

baselines in these aspects.

4.4.2 Cost Analysis of WebR

Here we analyze the cost-effectiveness of our proposed Web Reconstruction framework.

For context, we estimated the budget for data synthesis using the GPT-4o-mini API,

based on the Batch API’s pricing of $0.075 per 1M input tokens and $0.3 per 1M output

tokens. Table 4.5 lists the breakdown of the estimated costs for each step, which demon-

strates that the overall expenditure ($38.57) is both reasonable and manageable.

Avg. Input Avg. Output# of Samples Token
Length

Token
Length

Cost ($)

Generate author’s persona 100,000 523 32 4.88
Web as Instruction (instruction) 66,667 711 123 6.02
Web as Instruction (rollout response) 66,667 611 392 10.90
Web as Response (instruction) 33,333 645 91 2.52
Web as Response (rollout response) 33,333 91 522 5.45
Web as Response (refined response) 33,333 1,155 591 8.80

Total - - - 38.57

Table 4.5: Estimated budget for data synthesis using the GPT-4o-mini API.

Additionally, our main experiment in Table 4.1 demonstrates that the open-source

Llama3-70B-Instruct model can achieve satisfactory performance for our proposed

Web Reconstruction, significantly outperforming previous SFT datasets. Notably, it can

be deployed on only 2 NVIDIA-3090 GPUs, with the option to further reduce hardware

requirements through low-bit quantization3. This provides an economical alternative for

our proposed WebR.

4.4.3 Data Efficiency of WebR

Figure 4.4 illustrates the impact of training data scale on model performance. The results

clearly underscore the superior data efficiency of WebR-Pro compared to IT Mix: (1) With

3https://github.com/ollama/ollama
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only 10k training samples, WebR-Pro achieves a striking 40.26% performance improve-

ment over IT Mix, highlighting its exceptional capability to elicit latent potential from

LLMs even with limited data. (2) WebR-Pro exhibits a more consistent and pronounced

linear performance increase with respect to the logarithmic growth in training data, con-

sistently outperforming IT Mix across all data scales. These results strongly validate the

efficacy of WebR in efficiently leveraging training data to unlock and enhance the capabil-

ities of LLMs.

Figure 4.4: The impact of training data scale on the average instruction-following perfor-
mance.

4.4.4 Scalability of WebR

Table 4.6 highlights the impact of base LLM scale on the performance of our proposed

WebR method. While WebR-Pro slightly underperforms IT Mix at the 1.5B model scale,

its advantages become increasingly pronounced as the model size grows. For instance,

WebR-Pro achieves an average performance improvement of 2.86% over IT Mix with

Qwen2.5-7B and an even more substantial improvement of 5.55% with Qwen2.5-14B.

These results suggest that the advanced synthesis paradigm of WebR better aligns with

larger models’ capacity to capture complex patterns and utilize reasoning-intensive data.

In contrast, smaller models with limited capacity may struggle to fully exploit WebR’s

potential.
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Base LLM IT Data AlpacaEval
2

Arena-Hard MT-Bench IFEval/Pr.
(S)

IFEval/Ins.
(S)

Qwen2.5-1.5B IT Mix 10.98 15.10 6.03 29.57 33.27
WebR-Pro 11.00 (+0.02) 14.03 (-1.07) 5.92 (-0.11) 29.57 (+0.00) 32.16 (-1.11)

Qwen2.5-3B IT Mix 22.36 26.54 6.95 43.07 44.73
WebR-Pro 22.29 (-0.07) 28.13 (+1.59) 7.03 (+0.08) 42.38 (-0.69) 44.71 (-0.02)

Qwen2.5-7B IT Mix 32.59 45.10 7.45 49.35 52.68
WebR-Pro 34.90 (+2.31) 45.66 (+0.56) 7.62 (+0.17) 50.55 (+1.20) 53.35 (+0.67)

Qwen2.5-14B IT Mix 42.07 59.00 8.10 58.04 60.63
WebR-Pro 46.19 (+4.12) 62.13 (+2.13) 8.39 (+0.29) 60.23 (+2.19) 64.88 (+4.25)

Table 4.6: Performance comparison across varied scales of base LLMs.

Data Proportion AlpacaEval 2 MATH HumanEval MedQA FinBen Avg.

IT Mix 30.19 22.00 45.12 38.88 29.20 33.08

WebR-Pro (4.7 gen : 1 math : 1 code) 34.17 24.94 48.73 47.31 29.56 36.94
- 1 gen 34.40 22.52 44.78 44.94 28.97 35.12
- 1 gen : 1 math 34.25 28.09 48.23 46.59 29.77 37.39
- 1 gen : 1 math : 1 code 34.59 27.10 51.39 46.83 29.34 37.85
- 1 gen : 1 math : 1 code : 1 med 32.75 26.22 49.68 49.98 29.01 37.53
- 1 gen : 1 math : 1 code : 1 med : 1 fin 33.03 25.38 48.17 45.64 30.22 36.49

Table 4.7: Domain adaptation based on Llama3-8B, with the domain improvements
marked in green.

4.4.5 Domain Adaptability of WebR

We explore the potential of our proposed WebR framework for domain adaptation by

simply adjusting the proportion of source web documents. Starting with general-domain

content, we progressively add domain-specific materials from math, code, medicine, and

finance, assessing performance across relevant benchmarks. For the medical and finan-

cial domains, we utilize raw web documents from IndustryCorpus2 [157], and evaluate

using MedQA [84] and FinBen [193] benchmarks. As shown in Table 4.7, WebR demon-

strates strong adaptability across domains. Compared to the IT Mix baseline, incorporat-

ing domain-specific data consistently improves performance, with math and code data

yielding significant gains in MATH (28.09) and HumanEval (51.39), and medical and fi-

nancial domains showing strong results on MedQA (49.98) and FinBen (30.22). These

results highlight WebR’s ability to incorporate specialized knowledge while maintain-

ing competitive general-domain performance. Furthermore, the process of collecting
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domain-specific web documents is straightforward, underscoring WebR’s practicality.

4.5 Conclusion and Discussion

4.5.1 Conclusion

In this chapter, we present Web Reconstruction (WebR), a fully automated framework

for synthesizing high-quality instruction-tuning (IT) datasets. Harnessing the richness

of raw web content, we conceptualize web reconstruction as an instruction-tuning data

synthesis task via a novel dual-perspective paradigm—Web as Instruction and Web as Re-

sponse—where each web document is designated as either the input or output role to trig-

ger the reconstruction process. Extensive experiments show that WebR-generated datasets

consistently outperform state-of-the-art baselines across four instruction-following bench-

marks and six diverse downstream tasks.

4.5.2 Discussion

While WebR can already obtain satisfactory performance, there are several areas for im-

provement and future exploration. Firstly, the current implementation of WebR focuses

on single-turn data synthesis. Expanding this framework to support multi-turn conver-

sations could further enhance its applicability to complex, interactive tasks. Second, due

to constraints in time and computational resources, the size of the constructed WebR-

Basic and WebR-Pro datasets is currently limited to 100k samples. However, given the

vast availability of web documents—numbering in the trillions—the WebR framework

has significant potential for scaling to create large-scale IT datasets, which could further

boost performance. Finally, WebR does not incorporate advanced data selection tech-

niques, such as Instruction Following Difficulty (IFD) [102], as part of its post-processing

pipeline. Incorporating such techniques in future work could refine data quality and fur-

ther enhance the capabilities of LLMs.
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CHAPTER 5

ALIGNING LARGE LANGUAGE MODELS WITH
KNOWLEDGE EDITING

5.1 Introduction

The transformative potential of LLMs [16, 135, 171] has been unequivocally underscored

by their unparalleled efficacy across a myriad of applications [25, 136, 135]. Nonethe-

less, the dynamic nature of the world necessitates frequent updates to LLMs to rectify

outdated information or integrate new knowledge, thereby safeguarding their sustained

pertinence. Naively training a new LLM from scratch to incorporate updated knowledge

could result in substantial computational overhead and is frequently deemed impractical.

To this end, the concept of knowledge editing has been introduced [158, 45], aiming to

efficiently modify LLMs’ outputs towards targeted queries while preserving overall per-

formance across other unrelated ones. For example, updating the knowledge of “The

current British Prime Minister is Rishi Sunak” not only modifies the re-

sponse to “Who is married to the PM of the UK?” but leaves unaffected the an-

swer to “When was Rishi Sunak born?”

Some knowledge editing approaches rely on auxiliary modules or models to either

predict the LLM’s weight adjustments [45, 126] or function as scope classifiers for query

response applicability [127]. While these innovations demonstrate potential, they fail to

inherit the advanced capabilities of LLMs, thus rendering output quality degeneration.

Others attempt to identify and modify parameters related to specific knowledge within

LLMs to update their embedded knowledge [44, 119, 120]. Nonetheless, the correlation

between localization and editing efficacy has been scrutinized by [71], which suggests that

localization results from Causal Tracing are statistically uncorrelated with the success of

an edit injecting a new fact into MLP weights. Thus, it is plausible that the detrimen-

tal effects of such approaches could be amplified with the scale of LLMs. In essence,

these methods predominantly rely on memorizing the updated knowledge (See Figure
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The current British Prime Minister is 

Rishi Sunak

Who is married to the PM of the UK? 

The current British Prime Minister is 

Rishi Sunak

Who is married to the PM of the UK? 

Previous Knowledge Editing Methods

Our Proposed LTE Framework

Figure 5.1: Previous knowledge editing methods primarily rely on first memorizing
updated knowledge and then answering queries, while our proposed LTE framework
teaches LLMs to dynamically apply updated knowledge to answer queries.

5.1), hindering LLMs from effectively combining the new knowledge with their inherent

knowledge when answering the input queries.

To address these issues, motivated by the proverb “Teach a man to fish, and you feed him

for a lifetime,” we propose to elicit LLMs’ capabilities of following knowledge editing in-

structions, thereby empowering them to effectively leverage the updated knowledge to

answer the queries. Specifically, we propose a Learning to Edit (LTE) framework to align

LLMs with knowledge editing by leveraging supervised fine-tuning (SFT), which has be-

come foundational in tailoring LLMs for desired behaviors [184, 125]. The LTE framework

is structured around two pivotal stages: the Alignment Phase and the Inference Phase.

During the Alignment Phase, we pair edit descriptors with in-scope and out-of-scope

queries to create parallel datasets, processed with and without a tailored prompt that

explicitly informs LLMs of the knowledge editing process. By fine-tuning LLMs on this

meticulously constructed dataset, we aim to cultivate a trio of essential capabilities within

LLMs—In-Scope Capability (generating reliable, logically consistent edits), Out-of-Scope Ca-

pability (preserving the integrity of unrelated content), and Linguistic Capability (maintain-
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ing linguistic proficiency)—to ensure nuanced application of updated knowledge. Note

that this process is once and for all, laying the groundwork for the inference phase to

apply these capabilities dynamically. In the Inference Phase, to extend to mass editing,

we implement a retrieval-based mechanism to obtain the most pertinent updated knowl-

edge from a memory bank. Such an approach enables LLMs to adapt their responses with

the most current information in real time, thereby streamlining both batch and sequential

knowledge editing processes.

In this chapter, we assess our proposed LTE method against seven advanced baselines

across four benchmarks in single, batch, and sequential editing scenarios. Our findings

reveal four major strengths of the LTE method: (1) it establishes a new state-of-the-art

(SOTA) in overall knowledge editing performance, surpassing existing methods by a sub-

stantial margin of over 20 absolute points in terms of portability; (2) the robustness of

LTE is evident in its ability to handle batch and sequential knowledge editing requests,

showing a markedly reduced rate of performance deterioration compared to its counter-

parts; (3) it is proficient in facilitating knowledge edits with minimal interference to the

model’s cognitive functions across varied unrelated domains. (4) LTE distinguishes itself

by combining the fastest editing speeds with exceptional performance.

5.2 Task Formulation

The objective of knowledge editing is to efficiently adjust the behavior of an initial base

LLM fθ, where θ represents the model’s parameters, in response to specific edit descriptors

{(x∗i ,y∗
i )}i∈[1,N]. In this context, x∗i refers to the edit input that triggers the knowledge in

LLMs (e.g., The current British Prime Minister is), y∗
i is the corresponding

edit target (e.g., Rishi Sunak), and N signifies the total number of edit descriptors. The

efficacy of knowledge editing is evaluated among four dimensions:

Edit Success measures the average accuracy of the post-edit model f∗θ on these edit cases:

E
(x∗i ,y∗i )

1{arg max
y

f∗θ(y|x
∗
i ) = y∗

i } (5.1)
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Portability evaluates how well updated knowledge transfers to related queries, enhanc-

ing the model’s utility in varied contexts. For example, correctly answering Who is

married to the British Prime Minister? with Akshata Murty post-edit in-

dicates successful knowledge transfer.

Locality assesses the precision of edits, ensuring modifications are confined to targeted

areas without affecting unrelated knowledge. For example, ensuring The current British

Chancellor remains Jeremy Hunt exemplifies effective locality.

Fluency quantifies the linguistic quality of the model’s output post-edit, focusing on co-

herence and diversity to avoid repetitive patterns. Following [208], we calculate fluency

by measuring the weighted average of bi- and tri-gram entropies given by −
∑

k f(k) log2 f(k),

where f(·) is the n-gram frequency distribution.

5.3 Methodology

As illustrated in Figure 5.2, we propose a Learning to Edit (LTE) framework to align LLMs

with ever-changing, complicated, and diverse knowledge editing requests in real-time.

This framework consists of two phases: (1) in the Alignment Phase, we enlighten LLMs’

capabilities of applying updated knowledge through the utilization of a knowledge edit-

ing prompt “[Updated Information] {edit descriptor}\n[Query] {query}”;

(2) in the Inference Phase, LLMs are enabled to conduct on-the-fly and streaming knowl-

edge editing by retrieving relevant updated knowledge to the query from the stored mem-

ory.

5.3.1 Alignment Phase: Learning to Edit

In light of the task formulation in §5.2, the model editing process profoundly influences

predictions across a wide array of inputs directly related to the provided edited knowl-

edge. An optimal knowledge editing method must seamlessly integrate new knowledge

into the relevant content within its edit scope, while ensuring the accuracy and integrity
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[Updated Information]: Association football was created in France

[Query]: Which country is the origin of the sport associated with AC Milan?

France. Because AC Milan is associated with football; association 

football was created in the country of France.

Which country is the origin of the sport associated with AC Milan?

England. Because AC Milan is associated with football; 

association football was created in the country of England.

[Updated Information]: Association football was created in France

[Query]: What is the governing body of association football?

The governing body of association football is FIFA.

What is the governing body of association football?

The governing body of association football is FIFA.

Edit Descriptor Query AnswerAlignment Phase: Learning to Edit

Inference Phase: On-the-fly Edit

1. Association football was 

created in France

2. Buffalo Courier-Express 

was created in the United 

Kingdom
⋯

[Updated Information]: 

Association football was 

created in France

[Query]: What are the 

attractions in the country 

where football was invented?

What are the 

attractions in 

the country 

where football 

was invented?

The Eiffel 

Tower, Louvre 

Museum, Mont 

Saint-Michel, 

etc.

Figure 5.2: The proposed Learning to Edit (LTE) framework. In the Alignment Phase, we
train LLMs how to apply updated knowledge—beyond mere memorization—by fine-
tuning them on our meticulously curated parallel (indicated by gray arrows) data. In
the Inference Phase, we propose a retrieval-based mechanism that retrieves relevant edit
descriptors from a stored memory for real-time, mass editing requests.

of information outside this domain. To navigate the complexities of knowledge editing ef-

fectively, we delineate three critical capabilities that LLMs must acquire during the Align-

ment Phase:

In-Scope Capability requires the model to correctly generate the edit target given the

edit input or its paraphrases. It also covers subject aliasing, ensuring the editing of one

subject should not vary from its expression. For example, after modifying the origin city of

Association football, the origin city of Soccer should also be modified. Further-

more, it necessitates LLMs to conduct compositional reasoning with the changed facts

(e.g., when we change the origin city of Association football, the origin city of the

sport associated with AC Milan should also be changed, see Figure 5.2).

To empower LLMs with these advanced capabilities during alignment, we meticu-

lously curate training data by adapting or synthesizing content from existing knowledge

editing datasets. Our selection includes ZsRE [98], RIPPLEEDITS [39], WikiBio [70], and

MQUAKE [213], with each dataset providing edit descriptors linked to multiple queries.

These queries are specifically designed to evaluate the nuanced facets of in-scope or out-
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of-scope knowledge editing capabilities. To avoid data leakage, our methodology only

incorporates samples from the datasets’ training sets.

Out-of-Scope Capability directs the model to maintain the integrity of unrelated at-

tributes of the subject, ensuring no unintended alterations. For example, as shown in

Figure 5.2, changing the origin city of Association football should not modify its

governing body. Additionally, it requires LLMs to adeptly handle one-to-many relation-

ships, ensuring that original connections are retained unless specifically altered. We uti-

lize the same data sources as that of In-Scope Capability. However, due to the absence of

out-of-scope instances in datasets like ZsRE and MQUAKE, we employ GPT-4 to generate

corresponding queries and answers based on the edit descriptors, further details of which

are provided in Appendix C.1.1.

Linguistic Capability requires that incorporating edits related to specific factual knowl-

edge should not hinder the model’s proficiency in unrelated areas, such as generative

fluency, commonsense reasoning, general intelligence, and world knowledge. Thus, we

identify a limitation within existing datasets: the predominance of fill-in-the-blank cloze

queries may not adequately challenge the LLMs’ linguistic capabilities across diverse ar-

eas, such as conversational contexts, where answers may inherently be more elaborate. To

address this, we integrate edit descriptors from COUNTERFACT [119] and utilize GPT-4

to generate free-text, in-scope query-answer pairs (See Appendix C.1.2). This approach

not only diversifies the training data but also enhances the models’ ability to generate

more contextually rich answers. GPT-4 is further employed to verify the relevance of

generated answers to the edit descriptors, with a mechanism to filter out unsatisfactory

cases. Additionally, we incorporate natural language instructions from Evol-Instruct [194]

as out-of-scope queries to maintain the LLMs’ broad linguistic capabilities.

Parallel Data Construction. Our approach involves the creation of parallel datasets by

pairing each edit descriptor with corresponding in-scope and out-of-scope queries. These

are then processed with and without the incorporation of our tailored knowledge editing

prompt (See Figure 5.2). This parallel construction serves multiple purposes. First, it
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reinforces LLM’s capacity to discern when to utilize updated knowledge by comparing in-

scope and out-of-scope queries with editing. Second, it accentuates the subtle distinctions

between with and without editing for in-scope queries, enabling LLM to apply knowledge

edits more effectively. Lastly, it educates LLM on maintaining the integrity of out-of-scope

information by presenting it with comparisons that demonstrate when not to alter this

knowledge. In total, we construct 60k parallel data for training, the detailed data statistics

are listed in Appendix C.1.3. During training, we compute the loss only on the answer

tokens, i.e., it learns to generate answers conditioned on the Updated Information and

Query.

5.3.2 Inference Phase: On-the-fly Edit

Here we propose an efficient mechanism that extends LTE to batch and streaming knowl-

edge editing scenarios. Inspired by retrieval-augmented generation (RAG) [99, 195], we

utilize an off-the-shelf retrieval model multi-qa-mpnet-base-dot-v1 [150] to embed

all the edit descriptors and create a vector memory to store the representations. When

given a query, we also get the representation of the query by the retriever and search

the top-k (k = 3 in our experiments) similar edit descriptors from the vector memory.

Then, the query and the retrieved edit descriptors are fed into the LLM to obtain the

answer. To enhance the fault tolerance of the retrieval model while maintaining the sin-

gle editing performance, we adopt a threefold strategy for incorporating different numbers

of edit descriptors as Updated Information in the Alignment Phase. Firstly, in 50% of

cases, we directly use the exact edit descriptor. Secondly, for 25% of cases, we employ

the multi-qa-mpnet-base-dot-v1 model to identify the top-1 semantically similar

edit descriptor (excluding the exact one) from the whole dataset, and use both as the

Updated Information. Lastly, for the remaining 25%, we retrieve the top 2 semantically

similar descriptors, excluding the exact one, using all three as the Updated Information.

This approach introduces variability during training, significantly enhancing the model’s

robustness and improving mass edit capabilities in inference.
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5.4 Experiments

5.4.1 Experimental Setup

We select LLaMA2-Chat-7B [171] and Qwen-Chat-7B [8] as base models for knowledge

editing, as these models are widely used for English and Chinese chatbot applications, re-

spectively. We implement our LTE method by standard fine-tuning on the 60k constructed

data in §5.3.1. Additionally, we explore an alternative implementation of LTE, employing

Low-Rank Adaptation (LoRA) [77], noted for its efficiency and reduced memory require-

ments. This variant is referred to as LTE-LoRA. The detailed implementation specifics are

listed in Appendix C.2.

For the evaluation datasets and metrics, we follow KnowEdit [206] and use the test

sets of four popular benchmarks, including WikiDatarecent [39], ZsRE [98], WikiBio [70],

and WikiDatacounterfact [39]. All the experiments are conducted by using EasyEdit [178]

toolkit. We choose seven knowledge editing methods as baselines:

• SERAC [127] builds a counterfact model by retaining the base model and training a

classifier to determine whether to use the counterfact model to answer the query.

• ICE [39] prepends a prompt “Imagine that {edit descriptor}” before the

query. It does not introduce changes to the model parameters, but rather generation

is conditioned on the new fact.

• MEND [126] transforms the fine-tuning gradient of an updated fact by decomposing

the weight matrix into rank-1 form with the pre-trained hyper-network.

• ROME [119] learns to locate factual retrievals of a specific set of MLP modules and

update knowledge by directly writing in new key-value pairs in the MLP module.

• MEMIT [120] builds upon ROME to insert many memories by modifying the MLP

weights of a range of critical layers.

• FT-L [119] directly fine-tunes a single layer’s FFN, and the layer is the casual tracing

results in ROME.
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• FT fine-tunes all the parameters of the base model on the edit descriptor by applying

Adam with early stopping.

Model Dataset Metric SERAC ICE MEND ROME MEMIT FT-L FT LTE LTE-LoRA

LL
aM

A
2-

C
ha

t-
7B

ZsRE

Edit Succ. 99.67 66.01 96.74 96.57 83.07 54.65 36.88 99.91 99.91
Portability 56.48 63.94 60.41 52.20 51.43 45.02 8.72 78.98 79.63
Locality 30.23 23.14 92.79 27.14 25.46 71.12 0.31 71.78 67.99
Fluency 410.89 541.14 524.33 570.47 559.72 474.18 471.29 583.70 544.52

WikiBio
Edit Succ. 99.69 95.53 93.66 95.05 94.29 66.27 95.64 99.87 99.76
Locality 69.79 47.90 69.51 46.96 51.56 60.14 13.38 80.27 72.31
Fluency 606.95 632.92 609.39 617.25 616.65 604.00 589.22 614.26 611.94

Recent

Edit Succ. 98.68 60.74 76.88 85.08 85.32 71.18 31.24 99.99 99.97
Portability 63.52 36.93 50.11 37.45 37.94 48.71 15.91 91.51 81.87
Locality 100.00 33.34 92.87 66.20 64.78 63.70 3.65 85.67 82.72
Fluency 553.19 531.01 586.34 574.28 566.66 549.35 428.67 586.76 570.64

Counterfact

Edit Succ. 99.99 69.83 78.82 83.21 83.41 51.12 26.78 100.00 99.97
Portability 76.07 45.32 57.53 38.69 40.09 39.07 16.94 89.69 85.74
Locality 98.96 32.38 94.16 65.40 63.68 62.51 0.29 84.76 85.11
Fluency 549.91 547.22 588.94 578.84 568.58 544.80 483.71 589.69 574.14

Average

Edit Succ. 99.51 73.03 86.53 89.98 86.52 60.81 47.64 99.94 99.90
Portability 65.36 48.73 56.02 42.78 43.15 44.27 13.86 86.73 82.41
Locality 74.75 34.19 87.33 51.43 51.37 64.37 4.41 80.62 77.03
Fluency 530.24 563.07 577.25 585.21 577.90 543.08 493.22 593.60 575.31

Q
w

en
-C

ha
t-

7B

ZsRE

Edit Succ. 98.43 70.29 99.40 99.90 97.25 37.81 25.33 99.72 99.59
Portability 56.69 67.52 59.98 46.76 44.31 41.85 7.70 82.92 80.16
Locality 41.28 73.45 80.83 48.90 60.26 87.70 3.29 80.99 78.28
Fluency 495.12 556.86 544.07 562.88 578.73 557.86 538.10 580.01 543.35

WikiBio
Edit Succ. 99.39 94.60 93.38 98.79 96.10 60.19 34.63 99.80 99.75
Locality 71.50 58.15 65.47 41.78 65.65 80.41 22.45 79.63 80.34
Fluency 598.11 614.22 610.92 604.81 623.49 595.56 572.59 634.73 620.05

Recent

Edit Succ. 99.58 83.86 82.39 99.67 98.96 60.07 29.74 99.73 99.68
Portability 67,22 58.24 57.92 50.84 49.38 42.02 14.33 89.73 87.40
Locality 100.00 61.83 89.11 51.78 60.72 84.83 4.27 89.25 83.77
Fluency 561.32 559.46 610.72 600.70 600.39 598.32 456.99 615.59 587.90

Counterfact

Edit Succ. 99.06 80.28 88.04 99.44 95.05 24.55 15.42 99.28 99.35
Portability 79.28 53.80 52.99 40.63 34.50 20.14 11.38 86.79 85.33
Locality 92.70 63.86 91.05 39.22 50.14 92.74 30.04 86.87 85.20
Fluency 568.05 559.46 619.87 603.21 604.47 608.47 563.70 622.91 593.51

Average

Edit Succ. 99.12 82.26 90.80 99.45 96.84 45.66 26.28 99.63 99.59
Portability 67.99 59.85 56.96 46.08 42.73 34.67 11.14 86.48 84.30
Locality 76.37 64.32 81.62 45.42 59.19 86.42 15.01 84.19 81.90
Fluency 555.65 572.50 596.40 592.90 601.77 590.05 532.85 613.31 586.20

Table 5.1: Performance comparison on Single Editing, where “Recent” and “Counterfact”
refer to WikiDatarecent and WikiDatacounterfact, respectively. In each row, the highest score
is bolded and the second-highest is underlined.

5.4.2 Results of Single Editing

Table 5.1 presents the performance comparison under the single editing setting, where

LTE eliminates the need for retrieval. It can be observed that LTE remarkably surpasses
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conventional methods in terms of edit success, portability, and fluency. Besides, LTE-

LoRA—an efficient variant of LTE—closely mirrors its performance except for fluency,

which can be attributed to the inherent limitations of the LoRA technique. Notably, LTE

exhibits a 21.37% and 18.49% improvement over the current SOTA method SERAC on

LLaMA2-Chat-7B and Qwen-Chat-7B, respectively. This substantial enhancement can be

attributed to the comprehensive utilization of LLMs’ understanding and reasoning capa-

bilities, which effectively leverage context to integrate new knowledge seamlessly. The

ICE method, while leveraging the innate in-context comprehension capacity of LLMs for

generating conditioned output on new knowledge, significantly trails our proposed LTE

method. This could be because ICE lacks instructing LLMs in effectively applying knowl-

edge through fine-tuning (See more ablation analysis in Table 5.3). Nevertheless, LTE

shows a marginal deficit in locality compared to the best results (e.g., 6.71% lower than

MEND on LLaMA2 and 2.23% lower than FT-L on Qwen). A potential explanation may

lie in the introduction of a knowledge editing prompt in the input, causing a slight dis-

ruption during the generation process. Yet, these divergences are often minor linguistic

variants. In a nutshell, LTE establishes a new state-of-the-art in knowledge editing tasks.

5.4.3 Results of Mass Editing

Prior research predominantly confines the scope of knowledge editing to a mere hand-

ful of facts or focuses only on single editing cases. This approach starkly contrasts with

the dynamic and multifaceted nature of real-world applications, where there is a pressing

need to enrich models with multiple pieces of knowledge, either concurrently (simultaneously)

or in a phased manner (sequentially). In this section, our study embarks on a comprehen-

sive investigation, undertaking both batch and sequential editing experiments.

Batch Editing. We compare LTE and LTE-LoRA with several batch-editing-supportive

methods (SERAC, MEMIT, and FT-L) on LLaMA2-Chat-7B and display the results in Fig-

ure 5.3. It is particularly noteworthy that the performance metrics of edit success and

fluency for our proposed LTE and LTE-LoRA methodologies exhibit exceptional stabil-

ity, maintaining robustness for up to 1,000 batch edits. A decline in performance metrics

such as portability and locality is observed across all methods as the batch size increases.
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Figure 5.3: Averaged Batch Editing performance on four benchmarks against batch num-
bers in [1, 10, 100, 1000].

However, LTE and LTE-LoRA demonstrate the best performance with the slowest degra-

dation rate in portability and locality. These results underscore the enhanced robustness

of our methods, even when subjected to extensive editing operations.

Sequential Editing. Sequential editing is a critical process where models must retain

previous modifications while integrating new edits effectively. Figure 5.4 illustrates the

comparative performance of various models in the context of sequential editing tasks

across different data stream sizes. ROME and MEMIT demonstrate noteworthy efficacy

for a sequential number n ⩽ 100, yet their performance exhibits a marked decline as n ex-

pands to 500. This decline can be attributed to the cumulative deviations from the model’s

original state, which ultimately lead to a degradation in performance. In contrast, LTE

and LTE-LoRA leverage retrieval mechanisms from the stored memory, circumventing

the need for subsequent parameter modifications, which endows them with more consis-

tent performance with varying data stream sizes. Notably, LTE and LTE-LoRA showcase

significant improvements over the current SOTA method SERAC. This shows their en-

hanced resilience and adaptability, making them more suited for extensive data streams.

5.4.4 Results of General Tasks

In this section, we investigate the impact of applying LTE on the performance of a lan-

guage model across various domains. Our main goal is to determine whether the Align-
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Figure 5.4: Averaged Sequential Editing performance on four knowledge editing bench-
marks against data stream size (log-scale) in [1, 10, 100, 500, 1000].

ment Phase of LTE, which alters the parameters of the initial model, inadvertently com-

promises the model’s competence in unrelated domains. To this end, we have selected an

array of benchmarks encompassing commonsense reasoning, general intelligence, and ex-

tensive world knowledge. These benchmarks comprise CommonSenseQA [162], PIQA [12],

XSum [131], MMLU [72], AGIEval [212], and AlpacaEval [107]. All evaluations are con-

ducted using the OpenCompass tool [42]. Table 5.2 indicates that, from a comprehensive

standpoint, models subjected to LTE exhibit performance levels comparable to their un-

modified counterparts. Moreover, the general linguistic abilities remain unaffected by the

inclusion of the knowledge editing prompt. Nonetheless, a performance decrement is

noted in CommonsenseQA and PIQA after the LTE application. Despite these findings,

an overarching analysis reveals notable consistency in performance. This suggests that

LTE is proficient in facilitating knowledge edits with minimal interference to the model’s

cognitive functions and its versatility across varied domains.
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CommonSenseQA PIQA XSum MMLU AGIEval AlpacaEval Average

LLaMA2-Chat-7B 69.9 65.0 22.3 40.4 26.1 71.4 49.2
LTE w/o editing 67.2 61.3 22.4 46.4 26.5 73.3 49.5
LTE w/ editing 67.1 62.6 22.4 47.8 23.8 71.6 49.2

Qwen-Chat-7B 77.6 72.1 28.8 56.6 41.3 77.8 59.0
LTE w/o editing 74.7 69.3 29.9 59.3 41.9 79.2 59.1
LTE w/ editing 75.3 70.0 30.1 58.2 40.7 78.4 58.8

Table 5.2: Zero-shot performance on six general LLM benchmarks with LLaMA2-Chat-7B
and Qwen-Chat-7B as the base models. “w/ editing” involves using a randomly sampled
edit descriptor from ZsRE as a prefix in the knowledge editing prompt template; “w/o
editing” evaluates the LTE post-edit model without any prefix.

5.5 Analysis

5.5.1 Ablation Study

Here we assess the indispensability of components within the Alignment and Inference

phases. Our experiments span four benchmarks, utilizing the LLaMA2-Chat-7B as the

base model. As depicted in Table 5.3, the exclusion of certain training data segments

leads to a significant decline in single editing effectiveness. Notably, distinct types of

training data bolster specific capabilities. In-scope data predominantly enhances edit suc-

cess and portability, while out-of-scope data chiefly fosters locality. Free-text QA data

appears to bolster overall linguistic proficiency. Eliminating the threefold strategy in-

curs a modest reduction in performance. Furthermore, employing the knowledge editing

prompt without training results in substantially poorer performance compared to scenar-

ios that include training. During the Inference Phase, we explore the effects of substituting

the retrieval model multi-qa-mpnet-base-dot-v1 (420M) with a less potent variant,

all-MiniLM-L6-v2 (80M), on sequential editing efficacy. As indicated in Table 5.4, the

choice of retrieval model exerts minimal impact on performance. Additionally, we assess

how the number of retrieved edit descriptors influences results. A reduction in the value

of k from 3 to 1 is associated with a minor performance decrement.
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LTE 99.94 86.73 80.62 593.60 49.5
-w/o in-scope training 77.53 56.26 80.72 589.04 49.0
-w/o out-of-scope training 99.92 86.89 65.50 592.66 49.2
-w/o free-text QA training 99.93 86.30 80.91 587.75 43.9
-w/o threefold strategy 99.78 86.51 80.22 593.40 49.5
-w/o training 75.04 54.23 48.19 592.73 49.2

Table 5.3: Ablation study for the training data examines “edit success” (S), “portability”
(P), “locality” (L), “fluency” (F), and “general capability” (G).

Seq_Num Edit Succ. Portability Locality

LTE w/
420M R

top k = 3

10 100.00 86.16 82.64
100 99.90 80.66 80.38
1000 99.64 76.59 78.67

LTE w/
80M R

top k = 3

10 100.00 83.38 78.65
100 99.81 79.92 80.40
1000 99.61 75.67 79.43

LTE w/
420M R

top k = 2

10 100.00 85.69 81.59
100 99.85 80.05 80.67
1000 99.63 76.27 78.05

LTE w/
420M R

top k = 1

10 100.00 84.01 81.96
100 99.83 79.48 80.11
1000 99.56 75.93 78.89

Table 5.4: Ablation study for the retrieval number k and retrieval model R in the Inference
Phase.

5.5.2 Time Analysis

Table 5.5 illustrates the time required for various knowledge editing methods from pro-

viding the edited case to obtaining the final answer. Models such as MEND and SERAC

demonstrate rapid editing capabilities once their auxiliary models are adequately trained.

In contrast, ROME and MEMIT exhibit slower processing speeds due to the intensive com-

putation involved in calculating key vectors and optimizing value vectors. Additionally,

these methods necessitate a pre-computation of the covariance statistics for the Wikitext,

which is also time-consuming and can potentially take hours to days to complete. Further-

more, while FT-L and FT are relatively quick, their memorization-based fine-tuning strate-

gies yield suboptimal knowledge editing outcomes. Our proposed LTE method, however,
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stands out by achieving the swiftest editing speeds coupled with superior performance.

After the Alignment Phase (which takes about 9 hours in our experiments), LTE enables

instantaneous editing similar to ICE by appending a knowledge editing prompt to the in-

put prefix. Despite a marginally increased inference time, the overall time expenditure is

significantly reduced, underscoring the efficiency and effectiveness of LTE.

Method Edit Time Inference Time Total Time

SERAC 26.57 1.45 28.02
ICE 0.00 1.60 1.60
MEND 9.09 1.49 10.58
ROME 197.11 1.58 198.69
MEMIT 150.16 1.38 151.54
FT-L 15.73 1.41 17.14
FT 59.39 1.36 60.75
LTE 0.00 1.63 1.63

Table 5.5: Averaged Wall Clock Time per edit method for 10 edits on ZsRE using
LLaMA2-Chat-7B.

5.5.3 Out-of-Distribution Generalization

To evaluate LTE’s performance in out-of-distribution (OOD) scenarios, we conducted rig-

orous experiments on ConvSent [127], a sentiment editing task featuring diverse data dis-

tributions, alongside established benchmarks. As shown in Table 5.6, our LTE exhibits su-

perior performance with the slowest degradation rate on batch editing. Moreover, LTE’s

retriever achieves impressive retrieval accuracy (Top-3 P@1) scores of 88.34, 87.08, 84.27,

and 82.25, respectively. These comprehensive experiments serve to validate not only the

efficacy but also the robustness of our LTE method, even in the face of OOD challenges.

Method 1 Edit 10 Edits 100 Edits 1000 Edits

SERAC 62.75 60.72 56.46 50.06
MEMIT 44.75 41.19 36.20 29.33
FT-L 49.50 15.54 1.43 0.00
LTE 85.29 84.25 81.98 79.66

Table 5.6: OOD generalization on ConvSent. We report the edit success score using
LLaMA2-Chat-7B.
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5.5.4 Case Study

Table 5.7 shows the performance of different knowledge editing methods in a single case.

This comparison reveals that LTE stands out for applying edited knowledge to answer the

query “The name of the award the spouse of Melissa Mathison won is”

that necessitates compositional reasoning while maintaining the fluency of the generated

text. In contrast, other approaches, including SERAC, ICE, ROME, MEMIT, and FT-L, not

only fail to answer the query correctly but generate repeated or inconsistent text some-

times. This case study further validates LTE’s advances in utilizing new knowledge to

answer input queries.

Original Knowledge: The name of the award Harrison Ford won is AFI Life Achievement Award
Edited Knowledge: The name of the award Harrison Ford won is I. I. Rabi Prize

SERAC: The name of the award the spouse of Melissa Mathison won is not specified in the passage. How-
ever, it is mentioned that the award was presented at the Directors Guild of America Awards.

ICE: The name of the award the spouse of Melissa Mathison won is ?0.0. Please provide your answer as a
complete sentence.0.0..

ROME: The name of the award the spouse of Melissa Mathison won is the Humanitas Award. She won the
award in 1999 for her work on the film "American Beauty."

MEMIT: The name of the award the spouse of Melissa Mathison won is not specified in the text. However,
based on the information provided in the passage, we can infer that the award was for her work as a
screenwriter.

FT-L: The name of the award the spouse of Melissa Mathison won is I. A. Prize. nobody likes a snitch\nI’m
not sure what you are asking. Can you provide more context or clarify your question?

LTE: The name of the award the spouse of Melissa Mathison won is I. I. Rabi Prize. Melissa Mathison is
married to Harrison Ford. The name of the award Harrison Ford won is I. I. Rabi Prize.

Table 5.7: Results for one case of different editing methods based on LLaMA2-Chat-7B.
Queries are underlined and italicized. Words highlighted in green signify keywords that
reflect correct behavior, while those in red denote keywords associated with incorrect be-
havior. Texts in cyan are repeated or meaningless sentences.

5.6 Conclusion and Discussion

5.6.1 Conclusion

We present the Learning to Edit (LTE) framework, a novel approach for effective, efficient

knowledge editing of LLMs. LTE equips LLMs with the ability to apply updated knowl-
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edge through a two-phase process: an Alignment Phase that teaches essential knowledge

editing capabilities, and an Inference Phase that implements retrieval-based, on-the-fly

knowledge editing. Our framework demonstrates superior performance in knowledge

editing tasks, outperforming existing methods in robustness and speed across various

benchmarks.

5.6.2 Discussion

Despite the validated efficacy across diverse model architectures, evaluation datasets, and

knowledge editing settings, our proposed LTE approach still has some limitations.

Firstly, the LTE framework necessitates a one-time fine-tuning process during the Align-

ment Phase. Although this process is a prerequisite, it facilitates real-time knowledge

editing during the Inference Phase. We further elucidate that employing LoRA as an al-

ternative to standard fine-tuning presents a viable, resource-efficient approach without

compromising performance (See §5.4). This innovation highlights the LTE’s flexibility in

adapting to various computational constraints.

Furthermore, our investigation primarily focuses on factual knowledge editing, yet

the purview of model editing extends to encompassing personality traits, emotional re-

sponses, opinions, and beliefs [206]. These dimensions, while partially explored, represent

areas ripe for future research. Additionally, the prospect of multilingual [175] and mul-

timodal [30] editing underscores the necessity for broader exploration, pointing towards

an expansive horizon for model editing applications.

Finally, the proprietary nature of leading LLMs, such as ChatGPT and GPT-4, poses

a significant challenge for applying knowledge editing techniques due to restricted ac-

cess to their underlying parameters. Nonetheless, OpenAI’s API provision for models in-

cluding gpt-3.5-turbo-1106 and gpt-4-0613 facilitates fine-tuning within the LTE’s

Alignment Phase. Although our current work does not extend to these black-box mod-

els, addressing this limitation represents a critical avenue for future research, potentially

unlocking new methods for model customization and improvement.
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CHAPTER 6

ALIGNMENT TRAINING VIA DIRECT
PREFERENCE OPTIMIZATION

6.1 Introduction

Direct preference optimization (DPO) [148] has emerged as a prominent alternative to re-

inforcement learning from human feedback (RLHF) [34, 9, 137] for aligning LLMs with

human values. Unlike the traditional RLHF approach, DPO bypasses training a reward

model and avoids using any reinforcement learning algorithms. Since the inception of

DPO, numerous studies have sought to advance this method by refining its training ob-

jective [183]. For instance, IPO [6] introduces an alternative pairwise preference loss to

mitigate overfitting to the preference dataset, while R-DPO [142] incorporates a regular-

ization term to prevent the exploitation of latent length bias in the training data.

However, relatively little attention has been given to enhancing DPO through advance-

ments in the quality of preference data used for training. In particular, the generation of

winning and losing responses within preference data often occurs in an isolated manner,

either through human annotation [9] or automated techniques such as RLAIF [10] and

reject sampling [113, 139]. This isolation implies that winning and losing responses are

produced without mutual visibility, resulting in a lack of strong correlation or relevance

between them. Consequently, the model may struggle to identify nuanced yet significant

distinctions that differentiate superior responses from inferior ones [57, 189], which can

ultimately compromise optimization and alignment effectiveness.

In this chapter, we introduce an innovative framework, termed BMC, to Bridge and

Model Correlations in pairwise data for direct preference optimization. During the Bridg-

ing Phase, we enhance correlations by increasing the consistency and informativeness of

pairwise preference signals. By using the winning response as a reference, we synthe-

size a pseudo-winning response through targeted modifications of the losing response. This
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pseudo-winning response offers two key advantages: (1) it preserves essential character-

istics of the losing response, minimizing noise in preference signals (consistency); (2) it

encapsulates all human-desired values from the winning response, enabling the model to

better discern features that lead to superior performance (informativeness).

The nuanced differences between the pseudo-winning and losing responses are indeed

what we expect the model to learn in the subsequent Modeling Phase. Nonetheless, we

identify that DPO alone is insufficient to model these correlations and capture nuanced

variations. From the perspective of the token-level Markov Decision Process (MDP) [147],

DPO aggregates rewards uniformly across all tokens, assuming equal contribution to se-

quence quality and neglecting token-specific importance. To address this, we adjust the

emphasis on rewards of different tokens between pseudo-winning and losing responses.

Unlike previous methods [68, 18, 21, 27] that assign predefined values for fine-grained

guidance, our adjustment is dynamically guided by the policy model’s confidence, i.e., the

probability assigned to generated tokens during training. This ensures the model focuses

on learning challenging distinctions while reinforcing known patterns, resulting in a more

nuanced and robust policy.

We conduct extensive experiments across three downstream scenarios: question an-

swering, mathematical reasoning, and instruction following, utilizing a total of 10 datasets.

Our results demonstrate that our method consistently and significantly outperforms com-

petitive offline optimization algorithms across various tasks. Furthermore, we use in-

depth analyses to elucidate why our method outperforms DPO and show that our frame-

work can be versatilely adapted to other DPO variants, confirming its potential for broad

application.

6.2 Methodology

In this section, we present the proposed BMC approach, which bridges and models corre-

lations in pairwise data for direct preference optimization. As depicted in Figure 6.1, our

BMC framework is structured around two pivotal stages: (1) the Bridging Phase, where

we enhance the correlations between pairwise data by increasing the consistency and in-

formativeness of pairwise preference signals through targeted modifications (§6.2.1); and (2)
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the Modeling Phase, where we dynamically model the correlations during the optimization

process by leveraging the confidence of the policy model (§6.2.2), alleviating the insuffi-

cient token-level credit assignment of DPO.

He felt pride when he looked at his new 

mile time, what did he do? Options: (A) 

compete against (B) tell many people about

(C) improve yourself (D) pass class

Feeling pride about 

a new mile time 

suggests he worked 

on getting better and 

improved himself. 

The answer is C
He was proud of passing a mile race. He 

felt pride when he looked at his new mile 

time as he passed a class. The answer is D

He was proud of his 

new mile time. He felt 

pride when he looked 

at his new mile time as 

he improved himself.

The answer is C

Targeted

modification

𝒙 𝒚𝒘

𝒚𝒍

LLM

෥𝒚𝒘

He was proud of his new mile time. He felt 

pride when he looked at his new mile time 

as he improved himself. The answer is C
෥𝒚𝒘

He was proud of passing a mile race. He 

felt pride when he looked at his new mile 

time as he passed a class. The answer is D
𝒚𝒍

diff

He was proud of his new mile time. He felt pride when he looked at 

his new mile time as he improved himself. The answer is C

෥𝒚𝒘

0.6 0.3 0.5

0.5 0.7 0.9

He was proud of passing a mile race. He felt pride when he looked at 

his new mile time as he passed a class. The answer is D

𝒚𝒍

0.1 0.8 0.3

0.8 0.6 0.40.2

Leveraging the policy model confidence
Optimization

Modeling Phase

𝝅𝜽

𝒚𝒘 as a reference

Bridging Phase

Figure 6.1: Overview of our proposed BMC framework. (1) In the Bridging Phase, we uti-
lize an off-the-shelf LLM to make targeted modifications of losing response yl on undesired
tokens, with the winning response yw serving as a reference. Therefore, the synthesized
pseudo-winning response ỹw is highly correlated with yl. (2) In the Modeling Phase,
we model the correlations between ỹw and yl by dynamically emphasizing the rewards of
their varied tokens (diff (ỹw | yl) and diff (yl | ỹw)), leveraging the policy model confidence
(numbers indicated above tokens) during training.

6.2.1 Bridging Phase

In offline preference optimization, it is commonly assumed that we have access to a static

pairwise preference dataset D = {x(i),y(i)
w ,y(i)

l }Ni=1, where yw and yl denote the winning

and losing response, give the input prompt x. However, since yw and yl are typically

generated in isolation, the correlation between yw and yl can be inherently weak during

pairwise preference optimization. In the context of DPO, the Bradley-Terry objective [14]

computes gradients based on the relative likelihoods of yw and yl. When the correlation
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between yw and yl is weak, the differences between these responses are often superfi-

cial (e.g., stylistic or irrelevant variations) rather than substantive distinctions that reflect

human-preferred behaviors. Consequently, the optimization process may inadvertently

focus on minor discrepancies rather than meaningful distinctions. This results in gradi-

ents that are less informative for guiding the model towards robust preference alignment.

To address this challenge, we enhance the alignment efficacy by improving the consis-

tency and informativeness of pairwise preference signals. As shown in the upper part of

Figure 6.1, we utilize an off-the-shelf LLM to make targeted modification of yl by referring

to yw:

LLM(I, x,yw,yl) → ỹw, (6.1)

where ỹw is the generated pseudo-winning response, I is the instruction (see examples in

Appendix D.1.2) that requires yl to be modified only on dispreferred tokens, using yw as

a reference guidance. In this way, ỹw preserves essential characteristics of the losing re-

sponse yl while encapsulating all human-desired values in the winning response yw. The

token-level differences between ỹw and yl highlight the core human expected and unex-

pected behaviors by decoupling from the inherent linguistic style and overall semantic

distribution. Thus, (ỹw,yl) refines the original training data (yw,yl) for more focused

learning, shifting the optimization process to concentrate on the most critical differences

in preference data. The benefits of the Bridging Phase are further analyzed in §6.4.2. Fi-

nally, we use the new dataset D̃ = {x(i), ỹ(i)
w ,y(i)

l }Ni=1 for subsequent training.

An alternative approach that attempts to enhance the correlation between the win-

ning and losing responses is to degenerate yw to ỹl via targeted modification and utilize

(yw, ỹl) as the preference pair. Nevertheless, our ablation study in Table 6.3 reveals that

LLMs encounter challenges with this inverse operation, leading to a notable decline in

performance.

6.2.2 Modeling Phase

After the Bridging Phase, the token-level differences between ỹw and yl can be obtained

through dynamic programming algorithms like Levenshtein Distance [204]. As depicted

in the lower part of Figure 6.1, these nuanced variations guide LLMs to prioritize the
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reinforcement of optimal actions while discouraging suboptimal ones within a single re-

sponse. However, our findings below indicate that DPO alone is insufficient for capturing

the nuanced variations, highlighting the necessity for supplementary techniques to com-

prehensively model these correlations.

Alternative Interpretation of DPO. DPO [148] introduced a novel framework for opti-

mizing the equivalent KL-constrained reward function as in RLHF, without the need to

learn an explicit reward model. Instead, the problem is cast as a maximum likelihood

estimation for the policy model πθ on the preference dataset D, resulting in the following

training objective:

LDPO(πθ;πref) = −E(x,yw,yl)∼D

[
logσ

(
β log

πθ(yw | x)

πref(yw | x)
−β log

πθ(yl | x)

πref(yl | x)

)]
, (6.2)

where πref is the reference model, typically the supervised fine-tuned (SFT) model, and β

is a regularisation term corresponding to the strength of KL-regularization in RLHF.

As shown in Eq. (6.2), DPO was originally conceptualized as a bandit problem, where

the whole response of the model is treated as a single arm to receive a reward. More

recently, [147] extended the theoretical foundation of DPO, showing that it can also be

derived in the context of token-level MDP. The corresponding training objective at the

token level is:

LDPO(πθ;πref) = −E(τw,τl)∼D

[
logσ

(
β

N−1∑
t=0

log
πθ(a

t
w | stw)

πref(at
w | stw)

−β

M−1∑
t=0

log
πθ(a

t
l | s

t
l)

πref(a
t
l | s

t
l)

)]
,

(6.3)

where τw and τl denote the win trajectory and the lose trajectory, respectively. a indicates

the action (current generated token), and s signifies the state (all tokens generated so far).

Our Solution. It can be inferred from Eq. (6.3) that DPO, redefined as a token-level MDP,

assigns rewards to each token generation by β log πθ(a
t|st)

πref(a
t|st)

, and simply add up the re-

wards of all tokens as the accumulated reward of the trajectory. This uniform aggregation

assumes that each token contributes equally to the overall quality of the sequence, without
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considering the varying importance of each token (timestep). Therefore, nuanced differ-

ences between ỹw and yl that significantly influence the overall meaning or quality of the

response might not be adequately emphasized (refer to Figure 6.6), leading to suboptimal

performance. To this end, we propose to emphasize the rewards of critical tokens, i.e.,

nuanced differences between ỹw and yl. The magnitude of the emphasis is determined

dynamically by the policy model’s confidence, which refers to the probability assigned to

the generated token during training. Below, we detail our design choices for the pseudo-

winning response and losing response, respectively.

• For varied tokens in the pseudo-winning response ỹw, we adapt the reward factor based

on the learning process of the policy model. Lower policy confidence indicates under-

developed learning of the target behavior, signaling the need for additional focus to

help the model better capture these nuances. Consequently, we adjust the reward factor

to be inversely proportional to the policy model’s confidence, as formalized in Eq. (6.5).

• For varied tokens in the losing response yl, we carefully adjust the reward factor by

reinforcing already learned patterns of the policy model. Intuitively, tokens in yl with

higher confidence from the policy model may reflect inaccurate preference learning and

therefore warrant stronger penalization. However, our analysis reveals a distinct pat-

tern of the policy model when processing yl compared to ỹw. Specifically, when group-

ing varied tokens in yl into coarser-grained spans, the model’s confidence is signifi-

cantly influenced by the token’s position within these spans, as illustrated in Figure 6.2.

We observe that the probabilities assigned to the initial token of incorrect spans in yl are

typically low, whereas the probabilities for subsequent tokens within the same span are

notably higher. Prior studies have identified token probability as a critical signal for de-

tecting anomalous behaviors [192, 53] and assessing generation quality [201, 56]. Con-

sistent with these findings, our results indicate that during training, the policy model

can effectively recognize the onset of undesired spans by assigning low probabilities to

initial tokens. Nonetheless, due to the autoregressive dependencies, subsequent tokens

within these spans receive higher probabilities, reflecting the contextual coherence es-

tablished by preceding tokens, even when the span as a whole is incorrect. Thus, while

it is crucial to penalize initial tokens, applying equally strong penalties to subsequent

tokens might be suboptimal, as they often maintain local coherence within the flawed
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Figure 6.2: We aggregate varied tokens in ỹw or yl into more coarser-grained spans. Dur-
ing the DPO training on D̃, we compute the averaged − log(p) of tokens in different posi-
tions of spans.

span. Therefore, we adjust the reward factor to also be inversely proportional to the

policy model’s confidence in Eq. (6.6).

In a nutshell, our approach dynamically modulates the emphasis placed on critical

tokens based on the policy model’s confidence. This adaptive reward mechanism en-

sures that the model focuses on learning challenging distinctions while reinforcing already

learned patterns, ultimately fostering a more nuanced and robust policy (see our analysis

in §6.4.2). The formalization of our approach is encapsulated in Eq. (6.4), where λỹtw and

λytl
adjust dynamically based on the policy’s confidence, ensuring a tailored emphasis on

critical tokens to improve the overall model performance.

LDPO-BMC(πθ;πref) = −E(x,ỹw,yl)∼D̃

logσ

β
∑

ỹtw∈ỹw

λỹtw log
πθ(ỹ

t
w | ỹ<t

w , x)
πref(ỹt

w | ỹ<t
w , x)

−β
∑
ytl∈yl

λytl
log

πθ(y
t
l | y

<t
l , x)

πref(y
t
l | y

<t
l , x)

 , (6.4)

where

λỹtw =

{
1 + min

(
sg
(

1
πθ(ỹtw|ỹ<t

w ,x)

)
, δ
)

, if ỹt
w ∈ diff (ỹw | yl)

1, otherwise
(6.5)

λytl
=

{
1 + min

(
sg
(

1
πθ(y

t
l |y

<t
l ,x)

)
, δ
)

, if yt
l ∈ diff (yl | ỹw)

1, otherwise
(6.6)
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The sg denotes the stop-gradient operator, the δ is an upper limit threshold that controls

the emphasis on the rewards of the critical tokens, preventing overly aggressive updates.

The diff (ỹw | yl) and diff (yl | ỹw) signify using the Levenshtein Distance algorithm to find

the varied tokens in ỹw and yl, respectively.

Gradient Analysis of DPO-BMC. For a mechanistic understanding of our method, we

examine the gradients of the loss function LDPO in Eq. (6.2) and LDPO-BMC in Eq. (6.4).

Their gradients with respect to the parameters θ can be written as:

∇θLDPO(πθ;πref) = −βE(x,yw,yl)∼D

σ (∆1)

 ∇θ logπθ(yw | x)︸ ︷︷ ︸
increase likelihood of yw

− ∇θ logπθ(yl | x)︸ ︷︷ ︸
decrease likelihood of yl


 ,

where ∆1 = β log πθ(yl|x)
πref(yl|x)

−β log πθ(yw|x)
πref(yw|x) .

∇θLDPO-BMC(πθ;πref) = −βE(x,ỹw,yl)∼D̃

σ (∆2)

 ∇θ logπθ(ỹw | x)︸ ︷︷ ︸
increase likelihood of ỹw

− ∇θ logπθ(yl | x)︸ ︷︷ ︸
decrease likelihood of yl

+
∑

ỹtw∈diff (ỹw|yl)

(λỹtw − 1)∇θ logπθ(ỹ
t
w | ỹ<t

w , x)

︸ ︷︷ ︸
increase likelihood of desired tokens of ỹw

−
∑

ytl∈diff (yl|ỹw)

(λytl
− 1)∇θ logπθ(y

t
w | y<t

l , x)

︸ ︷︷ ︸
decrease likelihood of undesired tokens of yl



 ,

where ∆2 = β
∑

ytl∈yl
λytl

log πθ(y
t
l |y

<t
l ,x)

πref(y
t
l |y

<t
l ,x) −β

∑
ỹtw∈ỹw λỹtw log πθ(ỹ

t
w|ỹ<t

w ,x)
πref(ỹ

t
w|ỹ<t

w ,x) .

In contrast to vanilla DPO, which emphasizes sequence-level optimization exclusively,

our proposed method integrates both sequence-level and token-level perspectives. (1)

At the sequence level, we promote preferred completions while penalizing those that are

disfavored. (2) At the token level, we further refine the rewards of critical desired and

undesired tokens of ỹw and yl, respectively. This dual consideration ensures that both

the overall sequence structure and the critical token choices are optimized for the desired

outcome.
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6.3 Experiments

6.3.1 Experimental Setup

We conduct a comprehensive evaluation across three downstream scenarios, including

question answering (QA), mathematical reasoning, and instruction following (IF). The

detailed data statistics as well as the evaluation metrics are listed in Table D.1 of Appendix

D.1.1.

Models and Training Settings. For the QA and mathematical reasoning setup, we uti-

lize Llama2-7B-base [171] in our experiments. Dealing with these tasks necessitates LLMs

to possess domain-specific knowledge and engage in systematic, step-by-step reasoning

to reach the ultimate answer. Therefore, following prior works [27, 28], we fine-tune

Llama2-7B-base on the training set of ECQA [1] and QASC [88] for QA, and fine-tune

Llama2-7B-base on MetaMathQA [199] for mathematical reasoning. We denote the fine-

tuned LLM as SFT and use it as the backbone for preference optimization. In line with

prior research [27, 28], we construct preference pairs (yw,yl) based on the training data,

by using the ground truth as yw and the SFT model’s inference output as yl. For the in-

struction following setup, we utilize Llama3-8B-base [51] and Mistral-7B-Base [83] in our

experiments. Following the training pipeline of Zephyr [173] and SimPO [121], we train a

base model on the UltraChat-200k dataset [47] to obtain an SFT model. Then, we use the

SFT model as the starting point and perform preference optimization on the UltraFeed-

back dataset [43], where yw and yl are collected from LLMs of varying quality.

During our Bridging Phase, we utilize gpt-4-0125-preview for targeted modifica-

tion to obtain ỹw, based on the prompt template in Appendix D.1.2. We also demonstrate

in Table 6.4 that a less powerful open-source LLM, such as Llama3-70B-Instruct,

can acquire comparable results. During our Modeling Phase, we list the implementation

details in Appendix D.1.3 for reproducibility. A comprehensive cost analysis in §6.4.1

confirms that the computational overhead introduced by our BMC pipeline is minimal.

Evaluation Benchmarks. In question answering, we adopt the test splits of ECQA [1],

QASC [88], OpenbookQA [123], and StrategyQA [60] for evaluation. In mathematical
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reasoning, we conduct the evaluation on four challenge datasets including GSM8k [38],

MATH [73], MAWPS [90], and TabMWP [117]. In instruction following, We assess our

models using two of the most popular open-ended instruction-following benchmarks:

AlpacaEval 2 [107] and Arena-Hard v0.1 [104]. Both benchmarks evaluate the models’

versatile conversational abilities across a diverse set of queries. For each query, the eval-

uated model’s response and the reference model’s response are compared head-to-head

using an auto-evaluator. We use the officially recommended configurations1 during the

evaluation.

Baselines. We compare our approach with various powerful offline preference optimiza-

tion methods, including FIGA [68], DPO [148], and DPO variants (IPO [6], ORPO [75],

R-DPO [142], and SimPO [121]). The training objectives of these methods are listed in Ta-

ble D.2. Besides, we include two additional baselines: (1) DPO (CW): enhancing pairwise

data correlation by prompting the SFT model to Continue Writing a prefix of the win-

ning response to generate the losing one; (2) DPO (EW): leveraging an off-the-shelf LLM

for External Weighting of token-level reward [96], where LLM scores each token in the

winning and losing responses based on how much it improves or decreases the overall

quality.

6.3.2 Experimental Results

Our Method Consistently and Significantly Outperforms Baselines. As presented in

Table 6.1, our model DPO-BMC consistently achieves state-of-the-art results across all

evaluated QA and math benchmarks. Specifically, DPO-BMC outperforms DPO by 3.8

absolute points on QA tasks and by 1.3 points on math tasks. On instruction-following

tasks (Table 6.2), DPO-BMC secures the highest length-controlled win rate, surpassing

DPO by over 5 points across various settings, with even greater gains for larger base mod-

els (Appendix D.3). The length-controlled win rate [52] serves as a robust metric that

mitigates the effects of length bias, thereby providing a more reliable evaluation of LLM-

based auto-annotation. Notably, DPO-BMC generates responses that are significantly

1AlpacaEval: https://github.com/tatsu-lab/alpaca_eval. Arena-Hard v0.1: https://
github.com/lm-sys/arena-hard-auto.
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Method Question-Answering Tasks Mathematical Reasoning Tasks

ECQA QASC OBQA StrategyQA Avg. GSM8k MATH MAWPS TabMWP Avg.

SFT 72.8 54.5 51.8 56.9 59.0 55.8 11.6 80.3 42.8 47.6

FIGA 70.3 52.5 51.7 48.6 55.8 54.1 9.8 75.5 39.0 44.6
IPO 71.5 58.9 53.6 58.4 60.6 57.2 12.1 82.2 42.5 48.5
OPRO 69.8 55.1 51.4 57.2 58.4 56.0 12.4 80.8 41.3 47.6
R-DPO 73.5 59.5 55.4 58.8 61.8 56.9 12.0 81.9 42.2 48.2
SimPO 71.9 56.7 52.2 55.4 59.1 57.5 12.7 81.8 43.5 48.9
DPO 73.1 58.8 55.6 57.8 61.3 56.3 12.3 81.2 43.4 48.3
DPO (CW) 72.5 58.6 55.2 57.3 60.9 55.9 11.8 80.7 42.8 47.8
DPO (EW) 72.9 59.4 55.8 57.9 61.5 56.5 12.0 80.9 43.4 48.2

DPO-BMC 75.9 63.0 60.4 61.0 65.1 58.4 13.0 83.1 43.8 49.6
DPO-BC 75.7 62.0 56.0 60.1 63.4 57.6 12.7 82.8 43.4 49.1
DPO-MC 74.8 60.0 56.4 58.8 62.5 57.2 12.5 82.4 43.0 48.8

Table 6.1: Experimental results (based on Llama2-7B-base) on question answering tasks
and mathematical reasoning tasks. “Avg.” is the average accuracy of all sub-tasks. In
each column, the highest score is bolded and the second-highest is underlined.

Method
Llama3-8B-Base Mistral-7B-Base

AlpacaEval 2 Arena-Hard AlpacaEval 2 Arena-Hard

LC (%) WR (%) Avg. len WR (%) Avg. len LC (%) WR (%) Avg. len WR (%) Avg. len

SFT 7.5 4.7 956 2.6 414 8.1 5.9 998 2.2 454

FIGA 8.4 4.2 1,199 5.1 416 7.0 4.9 1,378 2.5 461
IPO 13.4 9.8 1,430 14.0 477 12.5 10.8 1,588 8.5 522
ORPO 12.5 11.4 1,793 11.7 573 14.5 11.5 1,630 9.4 566
R-DPO 17.1 14.4 1,801 17.6 582 16.0 12.3 1,521 10.4 529
SimPO 21.3 18.9 1,718 26.6 562 16.8 14.4 1,906 18.4 615
DPO 16.0 14.8 1,713 17.6 559 15.1 13.3 1,657 13.6 540
DPO (CW) 15.2 14.0 1,756 17.1 570 14.5 12.9 1,647 13.0 532
DPO (EW) 17.2 15.6 1,702 18.2 566 15.3 13.4 1,668 13.9 549

DPO-BMC 22.4 16.8 1,285 18.1 406 20.8 16.6 1,317 17.6 488
DPO-BC 20.6 14.4 1,269 16.8 422 18.6 13.8 1,489 15.9 502
DPO-MC 17.7 15.2 1,890 17.9 579 16.4 14.3 1,712 15.4 551

Table 6.2: Experimental results on instruction-following tasks. “LC” is the length-
controlled win rate, and “WR” is the raw win rate. “Avg. len” denotes the average number
of tokens in the responses.

more concise than other baselines. As highlighted in Table 6.2, the average response

length of DPO-BMC and DPO-BC is approximately 75% of that produced by DPO and

DPO-MC. This attribute of length normalization is credited to the correlated preference

data we constructed, which directs optimization towards critical desired behaviors rather

than verbosity.
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6.3.3 Ablation Study

Both Key Designs in BMC are Crucial. In Table 6.1 and Table 6.2, we additionally

present results from ablating each key design element of DPO-BMC:

• DPO-BC: Training using DPO’s original objective on our constructed preference data.

• DPO-MC: Training using our proposed objective in Eq. (6.4) on the original preference

data.

Our examination reveals several key findings: (1) DPO (CW), the “Continue Writing”

approach, slightly underperforms standard DPO, as it introduces superficial correlations

that fail to capture the nuanced, task-specific alignments essential for effective optimiza-

tion. In contrast, our Bridging Phase explicitly enhances informative correlations—elucidate

fine-grained distinctions between desired and undesired behaviors through token-level

variations. This targeted focus significantly improves model performance; (2) Even when

leveraging identical training preference data, our designed optimization objective consis-

tently outperforms both DPO and DPO (EW), highlighting its superior ability to model

fine-grained correlations based on the dynamic of the policy model’s confidence; and (3)

Combining our constructed data with our designed objective yields the best results, af-

firming the inseparability of the Bridging Phase and the Modeling Phase.

Influence of Data Synthesis Method. Table 6.3 shows the effects of various data syn-

thesis strategies during the Bridging Phase. When generating ỹw without referring to yw,

LLMs potentially make erroneous modifications that misalign with the intended target,

leading to a performance drop. An alternative approach that attempts to enhance the

correlation between winning and losing responses is to degenerate yw to ỹl and utilize

(yw, ỹl) as the preference pair. However, this approach also falls short, likely because

LLMs are primarily trained to generate high-quality data, making it challenging for them

to generate low-quality outputs that mimic the nuanced errors of losing responses. Se-

mantic similarity analysis using the all-mpnet-base-v2 embedding model2 supports

this, showing a high score of 0.88 for (yw, ỹw) but only 0.73 for (yl, ỹl).

2https://huggingface.co/sentence-transformers/all-mpnet-base-v2
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Data Synthesis Training Data QA Math IF

yl
yw−→ ỹw (ours) (ỹw,yl) 65.1 49.6 22.4

yl −→ ỹw (ỹw,yl) 64.3 49.2 19.8

yw
yl−→ ỹl (yw, ỹl) 64.6 48.7 18.9

yw −→ ỹl (yw, ỹl) 63.9 48.6 17.6

Table 6.3: Ablation study on diverse data
synthesis methods in the Bridging Phase.
The average accuracy is presented for QA
and Math. LC on AlpacaEval 2 is re-
ported for instruction following (IF), based
on Llama3-8B.

Figure 6.3: Ablation study on data modifi-
cation proportion in the Bridging Phase.

Influence of Data Modification Proportion. Figure 6.3 illustrates the impact of data

modification proportions during the Bridging Phase on performance. Increasing modifi-

cations from 0% to 20% yields the most substantial gains, highlighting the effectiveness of

enhancing pairwise preference correlations. Performance plateaus beyond 80% modifica-

tions, indicating that extensive changes are beneficial but not essential, offering flexibility

under computational or data constraints. These results demonstrate the scalability and

adaptability of our framework for diverse applications.

Influence of LLMs for Targeted Modification. Table 6.4 explores the influence of diverse

LLMs for targeted modification. Notably, substituting the gpt-4-0125-preview model

with a less powerful yet open-source alternative, such as Llama3-70B-Instruct, yields

comparable performance while significantly surpassing vanilla DPO. This finding un-

derscores the adaptability of our method to varying levels of model sophistication, thereby

reducing dependence on commercial LLMs without significant impact on final model per-

formance.

Influence of δ. We conduct an ablation study to examine the influence of the threshold δ

in the DPO-BMC objective on model performance, as shown in Figure 6.4. Setting δ = 1.0

reduces our method to one that assigns fixed token-level rewards, leading to suboptimal

accuracy. As δ increases, the model performance improves, with the optimal setting ob-

served around δ = 3.0. However, further increasing δ results may degrade model perfor-

mance due to excessively aggressive gradient updates on certain tokens. Notably, across
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Method LLM for Targeted Modification QA Math IF

SFT – 56.9 47.6 7.5

DPO – 61.3 48.3 16.0

DPO-BMC Llama3-70B-Instruct 64.6 49.4 21.8
DPO-BMC gpt-4-0125-preview 65.1 49.6 22.4

Table 6.4: Influence of diverse LLMs for targeted
modification in the Bridging Phase. The average ac-
curacy is presented for QA and Math. LC on Al-
pacaEval 2 is reported for instruction following (IF),
based on Llama3-8B.

Figure 6.4: Ablation study on δ in
the Modeling Phase. The average
accuracy is presented as the QA
performance.

all tested values of δ, our method consistently outperforms the DPO baseline, indicating

its robustness and effectiveness in stabilizing the learning process.

6.4 Analysis

In this section, we begin with the cost analysis of our proposed BMC framework (§6.4.1).

Furthermore, we conduct in-depth quantitative analyses to elucidate why our method

outperforms DPO (§6.4.2 and §6.4.3). Finally, we demonstrate the versatility of our frame-

work by adapting it to other DPO variants (§6.4.4).

6.4.1 Cost Analysis of Bridging and Modeling Phase

Cost of Bridging Phase

The Bridging Phase, responsible for synthesizing pseudo-winning responses, operates ex-

clusively offline, meaning it incurs no runtime cost during model training. The data syn-

thesis process is designed to be efficient, as it does not require iterative computations or

model updates.

For context, we estimated the budget for data synthesis using the gpt-4-0125-preview

API, based on the API’s pricing of $0.01 per 1K input tokens and $0.03 per 1K output to-

kens. Table 6.5 lists the breakdown of the estimated costs for our three evaluated tasks,

which demonstrates that this is a manageable expenditure.
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Task # of Samples Avg. Input Token Length Avg. Output Token Length Cost ($)

QA 15,732 206 25 44.21
Math 40,000 429 47 228.00
IF 61,135 728 235 876.06

Table 6.5: Estimated budget for data synthesis using the gpt-4-0125-preview API.

Can an Open-Source LLM be Utilized as an Alternative? In Table 6.4, we explore the

impact of LLMs on targeted modifications during the Bridging Phase. Our findings indi-

cate that substituting the gpt-4-0125-preview model with a less powerful yet open-

source alternative, such as Llama3-70B-Instruct, yields comparable performance

while significantly surpassing vanilla DPO. The Llama3-70B-Instruct model can

be deployed on only 2 NVIDIA-3090 GPUs, with the option to further reduce hardware

requirements through low-bit quantization3. This provides an economical alternative for

our Bridging Phase without compromising performance. Numerous studies have high-

lighted the superior text modification capabilities of LLMs. For example, LLMs have been

effectively employed in synthesizing high-quality data [180]. Additionally, [82] show that

LLMs can transform initial outputs from upstream models into more helpful and benign

responses, thereby aligning generated content with human intentions. In conclusion, our

framework demonstrates robustness in leveraging diverse LLMs for targeted modifica-

tions, confirming its adaptability and effectiveness.

Cost of Modeling Phase

Our Modeling Phase adds minimal computational overhead compared to vanilla DPO.

Specifically:

• Token Difference Identification: Using a dynamic programming algorithm (edit dis-

tance) to identify differing tokens between the pseudo-winning and losing responses.

This is a lightweight operation and introduces negligible runtime cost.

• Reward Weighting Calculation: We calculate a weighting factor based on the policy

model’s probability of the identified tokens, which is already computed in the standard

3https://github.com/ollama/ollama

83

https://github.com/ollama/ollama


DPO setup. Because we halt gradient backpropagation for the weighting factor, this

operation does not introduce additional computational costs.

Table 6.6 demonstrates the comparison of the training times between DPO and DPO-BMC

on 4×A800 GPUs, illustrating that DPO-BMC increases training time by less than 1%

across all evaluated tasks.

Task Base Model Runtime of DPO (s) Runtime of DPO-BMC (s) Increase (%)

QA Llama2-7B 2,831 2,850 0.67%
Math Llama2-7B 9,586 9,641 0.57%
IF Llama3-8B 16,179 16,318 0.86%

Table 6.6: Runtime usage for DPO and DPO-BMC during the Modeling Phase.

Overall, these results validate that the computational overhead introduced by BMC is

minimal, and the approach is highly efficient in terms of runtime, making it practical for

real-world applications without significantly increasing resource requirements.

6.4.2 Quantitative Analysis of Bridging and Modeling Phase

To rigorously assess the effectiveness of the two pivotal phases in our framework, we

segment the 60k training data of UltraFeedback into six equal-sized splits, ordered by in-

creasing edit distance between winning and losing responses. For each split, we also con-

struct its corresponding (ỹw,yl) pair data through our Bridging Phase. We then train four

models—–(a) DPO, (b) DPO-MC, (c) DPO-BC, and (d) DPO-BMC—on each split based

on Llama3-8B, with identical hyperparameters to ensure comparability. As shown in Fig-

ure 6.5, the Bridging Phase successfully decreases the edit distance between pairwise data

through targeted modification, shifting the optimization process to concentrate on the

most critical differences in preference data. This phase consistently enhances performance

across all splits by refining training data for more focused learning. Another notable ob-

servation is the average gradient norm during DPO training increases as the edit distance

between pairwise data enlarges, reflecting the sensitivity of DPO’s training process to

individual data points and potential gradient variance. Our proposed Modeling Phase

mitigates the variance by dynamically adjusting the training process based on the policy
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Edit Distance LC (%) Grad Norm Edit Distance LC (%) Grad Norm

split 1 0.57 7.68 3.31 split 1 0.57 9.40 5.70

split 2 0.70 9.49 4.85 split 2 0.70 12.49 8.39

split 3 0.73 10.50 4.86 split 3 0.73 13.27 8.66

split 4 0.76 10.01 5.33 split 4 0.76 11.47 9.03

split 5 0.83 8.57 6.31 split 5 0.83 9.81 8.44

split 6 0.95 7.91 13.00 split 6 0.95 9.90 9.04

Edit Distance LC (%) Grad Norm Edit Distance LC (%) Grad Norm

split 1 0.45 10.82 3.47 split 1 0.45 11.21 5.26

split 2 0.52 10.87 4.80 split 2 0.52 11.49 7.33

split 3 0.56 12.54 5.20 split 3 0.56 11.47 7.70

split 4 0.61 14.34 5.39 split 4 0.61 14.38 8.17

split 5 0.70 13.24 6.98 split 5 0.70 15.28 7.65

split 6 0.84 10.59 9.67 split 6 0.84 12.29 8.75

(𝒚𝒘, 𝒚𝒍) (𝒚𝒘, 𝒚𝒍)

(෥𝒚𝒘, 𝒚𝒍) (෥𝒚𝒘, 𝒚𝒍)

(a) DPO (b) DPO-MC

(c) DPO-BC (d) DPO-BMC

Figure 6.5: We segment the 60k training data of UltraFeedback into six equal-sized splits
based on increasing edit distance between winning and losing responses. For each split,
we report LC on AlpacaEval 2 and the average gradient norm during training.

model’s confidence. This adaptive mechanism prioritizes challenging distinctions while

reinforcing learned patterns, promoting a balanced optimization landscape with diverse

training data (See Appendix D.2 for further analysis).

6.4.3 Quantitative Analysis of Credit Assignment

We compare the token-level and sequence-level credits assigned by DPO and DPO-BMC,

assessing how well their final learned rewards align with preference labels on a held-out

set of UltraFeedback.

Analysis on Token-level Reward. Figure 6.6 depicts the token-level reward assignment

for DPO and DPO-BMC on a response pair consisting of a winning response yw and a

losing response yl. The reward of each token is computed as rθ(x,yt) = β log πθ(y
t|y<t,x)

πref(y
t|y<t,x) .

From the figure, we observe that: (1) DPO assigns nearly uniform rewards across tokens,

failing to differentiate the importance of tokens to the overall response quality; and (2)

although DPO can identify and assign lower rewards to several erroneous tokens in the

losing response (e.g., “13”), it struggles to capture subtle distinctions between the winning

and losing responses. In contrast, DPO-BMC assigns higher rewards to critical tokens

(e.g., “descending order”) and effectively penalizes incorrect tokens in the losing response.

These results demonstrate DPO’s limitations in providing precise token-level preferences
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(a) DPO (b) DPO-BMC

Figure 6.6: Visualization of token-level rewards assigned by DPO and our method. The
preference pair is sampled from the held-out set of UltraFeedback, whose input prompt
is “Arrange the numbers 5, 13, 99, 1, and 22 in descending order. What is the first number in the
new arrangement?”

on sentence quality, and our method can effectively alleviate this issue.

Analysis on Sequence-level Reward. For a rigorous comparison, we calculate the sequence-

level DPO reward expression by rθ(x,y) = β log πθ(y|x)
πref(y|x)

. The reward margin is deter-

mined by rθ(x,yw) − rθ(x,yl). Reward accuracy is defined as the percentage of preference

pairs where the winning response achieves a higher reward than the losing response, i.e.,

rθ(x,yw) > rθ(x,yl). Our findings show that DPO-BMC outperforms DPO in terms of

average reward margin (0.74 vs. 0.54) and reward accuracy (73.60 vs. 72.19). This en-

hancement validates our method’s superior ability to discern subtle differences between

preference pairs, enabling more effective generalization.

6.4.4 Versatility of Our Framework

Our BMC framework demonstrates versatility and can be seamlessly integrated with vari-

ous DPO variants. As shown in Table 6.7, the XPO-BMC methods consistently outperform

their corresponding XPO baselines across a diverse set of tasks, including QA, Math, and

Instruction Following (IF). For instance, IPO-BMC achieves a significant improvement in

QA accuracy (64.1 vs. 60.6) and IF score (15.7 vs. 13.4) compared to IPO. Similarly, ORPO-

BMC, R-DPO-BMC, SimPO-BMC, and DPO-BMC exhibit higher performance in QA and

Math, alongside notable gains in IF, such as R-DPO-BMC improving the IF score from

17.1 to 20.0 over R-DPO. These results highlight the robustness of our framework in en-
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hancing task-specific performance across various settings, reaffirming its potential as a

generalizable enhancement to existing DPO methodologies.

Method QA Math IF

SFT 56.9 47.6 7.5

IPO 60.6 48.3 13.4
IPO-BMC 64.1 48.6 15.7

ORPO 58.4 47.6 12.5
ORPO-BMC 62.3 48.4 15.7

R-DPO 61.8 48.2 17.1
R-DPO-BMC 65.3 49.5 20.0

SimPO 59.1 48.9 21.3
SimPO-BMC 61.6 49.0 21.9

DPO 61.3 48.3 16.0
DPO-BMC 65.1 49.6 22.4

Table 6.7: Versatility of our framework across various XPOs..

6.5 Conclusion

In this chapter, we propose BMC, an effective framework for bridging and modeling corre-

lations in pairwise data for direct preference optimization. BMC equips LLMs with better

human value alignment through a two-phase process: a Bridging Phase that enhances

correlations between pairwise data by explicitly manifesting fine-grained preference sig-

nals via targeted modifications, and a Modeling Phase that learns token-level correlations

by dynamically leveraging the the policy model’s confidence during training. Our frame-

work exhibits superior performance in question-answering, mathematical reasoning, and

instruction-following tasks, consistently surpassing the baseline DPO by a significant mar-

gin. Extensive analysis highlights that the key designs in BMC are crucial and validates

the effectiveness and versatility of BMC.
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CHAPTER 7

ALIGNMENT EVALUATION FROM THE
PERSPECTIVE OF CONSTRAINTS FOLLOWING

7.1 Introduction

LLMs [16, 136] pre-trained on web-scale corpora have showcased proficiency in generat-

ing fluent and realistic text. Yet, human instructions in real-life cases require the model

to generate text that not only possesses a high degree of naturalness but adheres to spe-

cific constraints [197]. For instance, the model may be required to recommend ten books

that are specifically written in Chinese (Figure 7.1), or it might be expected to generate

responses that have a certain tone.

I am interested in Tang Dynasty. In Shakespeare's tone,
recommend me ten relevant Chinese books. Use bullet
point in your answer. Please response based on the
examples:⋯

I am interested in Tang Dynasty. In Shakespeare's tone,
recommend me ten relevant Chinese books. Use bullet
point in your answer.

I am interested in Tang Dynasty. In Shakespeare's tone,
recommend me ten relevant Chinese books.

I am interested in Tang Dynasty. Recommend me ten
relevant Chinese books.

Recommend me ten Chinese books.

Recommend me ten books.

+ Content

+ Situation

+ Style

+ Format

+ Example

L1

L2

L5

L4

L3

Figure 7.1: FollowBench covers five fine-grained constraint categories and is constructed
based on the Multi-level mechanism, which increasingly adds a single constraint to
straightforward instructions. On the right, the model that can follow instructions with
more constraints is deemed to possess better instruction-following ability.
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The dominant paradigm for assessing if a model can follow instructions involves us-

ing human annotators or strongly aligned LLMs to judge its response quality, in terms

of helpfulness, relevance, accuracy, depth, creativity, and level of detail [180, 107, 211,

194]. However, prior work still has two limitations. Firstly, they ignore the fine-grained

constraints inside instructions, which are essential and objective standards for evaluat-

ing the instruction-following capability. While several benchmarks have rigorously ex-

plored individual constraint types, including semantic restrictions [23] and complex for-

matting [163], there exists a lack of comprehensive analysis across the diverse spectrum of

constraint categories. Secondly, few benchmarks consider the varying difficulty of instruc-

tions, which is controlled by the number of imposed constraints. This makes it challeng-

ing to precisely assess the degree to which LLMs can follow instructions. Towards this

end, our research question is: how can we systemically and precisely evaluate the instruction-

following capability of LLMs?

In this chapter, we construct FollowBench, a Multi-level Fine-grained Constraints

Following Benchmark. FollowBench comprehensively includes five different types of

constraints from real-world scenarios, namely Content (i.e., explicit restrictions on the re-

sponse content), Situation (i.e., specific situation/background information added to the

question), Style (i.e., response style requirements), Format (i.e., response format require-

ments), and Example (i.e., example pattern recognition and following). To precisely esti-

mate the difficulty degree to which LLMs can follow instructions, as shown in Figure 7.1,

we propose a novel Multi-level mechanism that incrementally adds a single constraint to

straightforward instructions at each increased level. The multi-level mechanism enables

us to pinpoint the difficulty level at which LLMs fail to follow instructions, thereby esti-

mating the upper limit of instruction-following capability in LLMs more precisely. Over-

all, FollowBench consists of 820 meticulously curated instructions from over 50 NLP

tasks, including both closed- and open-ended questions. For evaluation purposes, we

propose a hybrid evaluation method comprising rule-based and model-based solutions.

Given LLMs’ outputs, both solutions judge whether the outputs satisfy each of the con-

straints in the instructions. The rule-based solutions focus on closed-ended instructions

while the model-based solutions are applied to opened-ended instructions. For model-

based solutions, instead of merely using current instructions and responses as input, we

additionally provide the evolution process of the instructions in the input prompts to LLM

89



judges to better understand each individual constraint. Both the data construction and the

evaluation undergo human verification.

In our experiments, we propose three metrics to assess the instruction-following abil-

ity of 13 prominent closed-source and open-source LLMs on FollowBench. Our princi-

pal observations are: (1) the performance of all tested models declines substantially with

an increase in difficulty level (the number of constraints in an instruction); (2) although

closed-source models such as GPT-4 and GPT-3.5 only consecutively satisfy around three

constraints on average, they still markedly surpass all open-source models; (3) certain spe-

cific constraint categories, such as Situation and Example, prove to be more challenging

for LLMs than others; (4) beyond capabilities such as knowledge and reasoning, instruc-

tion following can offer an additional lens for comprehensively assessing the proficiency

of LLMs.

7.2 FollowBench

As shown in Table 7.1, FollowBench encompasses five distinct fine-grained constraint

categories: Content, Situation, Style, Format, and Example. Each category consists of in-

structions from various NLP tasks. Different from previous benchmarks, we introduce a

Multi-level mechanism that incrementally adds constraints to an initial instruction (see ex-

amples in Figure 7.2), producing a set of instructions ranging from 1 to 5 constraints. In the

following part of this paper, we use “level n” to denote an instruction containing n con-

straints. It is worth noticing that the way of adding constraints is meticulously designed

for each task within its respective constraint category. The multi-level mechanism enables

us to pinpoint the difficulty level at which LLMs fail to follow instructions, thereby esti-

mating the upper bound of instruction-following capability in LLMs more precisely.

To encapsulate, we will introduce the data construction process of FollowBench, in-

cluding fine-grained constraints and the Multi-level mechanism, in §7.2.1. In §7.2.2, we pro-

pose an evaluation protocol with three metrics that seamlessly integrate with the multi-

level mechanism.
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Constraint Task Avg Len #Data Evaluation

Data-to-Text Generation 84 25
Document-Level Event Argument Extraction 696 25
Document-Level Named Entity Recognition 376 25
Text Generation with Language Constraints 88 25

Content

Open-ended Question Answering 56 25

Suggestion Generation 69 40
Role-playing 111 15Situation
Complex Situation Reasoning 102 55

Style Open-ended Question Answering 64 150

Text-to-Table Generation 171 30Format
Open-ended Question Answering 74 120

Example 40 diverse NLP tasks 739 200

Text Editing 96 25
Summarization 254 25
Machine Translation 91 25Mixed

Story Generation 34 10

Table 7.1: An overview of FollowBench. “Avg Len” is the average word number of
instructions. refers to rule-based evaluation, while refers to model-based evaluation.

C
O

N
T

E
N

T INITIAL Recommend 5 films to me.

LEVEL 1 Recommend me 5 Chinese films.

LEVEL 2 Recommend me 5 Chinese films released before 1990.

S
IT

U
A

T
IO

N INITIAL How can I increase my productivity while working from home?

LEVEL 1 Since the pandemic began, I've been working remotely. How can I increase my productivity while working from home?

LEVEL 2
I have a small child at home. Since the pandemic began, I've been working remotely. How can I increase my 

productivity while working from home?

S
T

Y
L

E

INITIAL How did US states get their names?

LEVEL 1 How did US states get their names? Please respond in the writing style of Shakespeare.

LEVEL 2
How did US states get their names? Please respond in the writing style of Shakespeare, whilst infusing a touch of 

humor into the answer.

F
O

R
M

A
T INITIAL Why can I see the moon during the day?

LEVEL 1 Why can I see the moon during the day? Answer in a table format with columns “Reason” and “Explanation”.

LEVEL 2
Why can I see the moon during the day? Answer in a table format with columns “Reason” and “Explanation”. Each 

explanation should not exceed 20 words in length.

E
X

A
M

P
L

E LEVEL 1

question_template_1.format(example_1) + answer_template_1.format(example_1) 

question_template_1.format(example_2) + answer_template_1.format(example_2) 

⁝

question_template_1.format(query)

LEVEL 2

question_template_1.format(example_1) + answer_template_1.format(example_1) 

question_template_2.format(example_2) + answer_template_2.format(example_2) 

⁝

question_template_1.format(query)

Figure 7.2: FollowBench covers five fine-grained categories of constraints. Within each
constraint type, we construct a range of Multi-level instructions by incrementally adding
constraints (highlighted in red). There are five levels in total; however, we only display
the first two levels from each category for demonstration purposes.
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7.2.1 Data Construction

Content Constraints. Content constraints refer to explicit impositions of specific condi-

tions that shape the depth or scope of the response content. An example is shown in

Figure 7.2, which sets specific criteria for the retrieved object. Ensuring that LLMs adhere

to content constraints has become a critical challenge in Controlled Text Generation [205],

as it demands models to understand specific guidelines and adapt responses to prescribed

conditions [23]. To this end, we first collect data from the following tasks: (1) Complex In-

formation Extraction aims at retrieving specific information about specific objects from the

given text; (2) Text Generation with Language Constraints requires to generate fluent on-

topic content while respecting a specified constraint; (3) Open-ended Question Answering

comes from real scenarios (e.g., open-source platforms) to prevent the risk of data leak-

age. Subsequently, we construct multi-level instructions by adding one content constraint

to the collected instructions each time. The manners of introducing additional constraints

depend on different tasks (see details in Appendix E.1). For Complex Information Ex-

traction, we gradually narrow down the scope of the information to be extracted. For

Text Generation with Language Constraints, we incorporate additional restrictions from

WordNet [124] and Wikidata [174]. For Open-ended Question Answering, we utilize ad-

vanced LLMs like GPT-4 to generate a new instruction with one more constraint based on

the given instruction. While the output from the LLMs serves primarily as a reference,

we handpick the most relevant and challenging synthesized instructions to ensure data

quality.

Situation Constraints. Situation Constraints refer to impositions of specific situations or

backgrounds that implicitly guide the appropriate answer of the response. For instance, it

is necessary to illustrate the situation when asking for customized suggestions, as shown

in Figure 7.2. Another example is to customize LLMs to simulate various characters under

certain circumstances, namely Role-playing, which provides a more nuanced interaction

for users [155, 182]. Situation constraints push LLMs beyond mere factual retrieval or

surface-level synthesis, demanding a nuanced understanding, a dynamic adaptation, and

complicated reasoning to the situation [198, 114]. Besides real-life questions, we also con-

sider Complex Situation Reasoning tasks including Math Word Problems, Time/Spatial
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Reasoning, and Code Generation. These tasks all require interpreting and solving prob-

lems within a given situation, thus matching the definition of situation constraints. We

first collect initial instructions from these sources and then manually curate multi-level

instructions by incrementally supplementing situation information inside (see Appendix

E.1.2).

Style Constraints. Style Constraints control the stylistic variations of output to accom-

plish specific stylistic goals, such as tone, sentiment, formality, and empathy [172], as

illustrated in Figure 7.2. The challenges of style constraints for LLMs are the intricate un-

derstanding and adaptation of language nuances, ensuring contextually appropriate and

stylistically consistent outputs [159, 29]. Drawing from Open-ended Question Answer-

ing datasets and online platforms, we collect initial instructions and then leverage LLMs’

in-context learning capability to craft instructions with multi-level style constraints. The

prompt template can be viewed in Figure E.2. Human experts subsequently review and

refine the outputs produced by LLMs.

Format Constraints. Format Constraints refer to stipulations governing the structural,

linguistic, or output presentation of generated content. An example is shown in Figure

7.2, which sets limits on word length and requires the format of the response to be a

table. Format constraints necessitate a deep, nuanced understanding of language and

structure, allowing them to flexibly adapt outputs according to diverse and often intricate

specifications [210]. Recent work has pointed out that even the most superior LLMs may

struggle with tasks that require generating complex, structured outputs such as tables,

JSON, HTML, or LaTeX [163]. To include a variety of format constraints, we first collect

instructions from broader domains, encompassing Text-to-Table Generation and Open-

ended Question Answering, then we utilize powerful LLMs to sequentially add format

constraints ranging from length and hierarchy to specialized linguistic features and out-

put mediums. See Figure E.3 for the prompt template. Finally, we ask human experts to

carefully check and refine the synthesized instructions.

Example Constraints. LLMs have demonstrated stunning few-shot learning ability [16],

which enables them to adapt quickly to a new query by recognizing patterns from just
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a few examples provided in the prompt. However, the robustness of few-shot learning,

which means whether LLMs can still follow correct patterns after introducing “noise”

examples, has not been explored. Thus, we propose a novel constraint category named

Example Constraints to evaluate the example pattern recognition and following capability

of LLMs. We automatically craft instructions with multi-level example constraints based

on PromptSource [7], where instructions at level n have n− 1 noise examples in the input.

The details are illustrated in Appendix E.1.3.

Mixed Constraints. For the above five constraint categories, we construct multi-level

instructions by adding the same type of constraint sequentially. Nevertheless, real-world

scenarios often require more than one type of constraint to be enforced in a singular in-

struction. Therefore, we define Mixed Constraints as the composition of varied constraint

categories. For instance, in the Text Editing task, we may want to add some content as

well as adjust the output format. Besides, we also consider several tasks that are naturally

suitable for constructing mixed constraints, including Summarization, Machine Trans-

lation, and Story Generation (see Appendix E.1.4). Instructions with multi-level mixed

constraints are produced by specifying the format of generating answers (Format Con-

straints), requiring the generated text to include or not include certain keywords (Content

Constraints), etc.

Data Quality Control. To ensure the data quality of FollowBench, we implement a

dual-layer verification system for each instruction. Two annotators independently evalu-

ate: (1) the appropriateness of the instruction for its designated constraint category, and

(2) the validity of the added constraint within the instruction. In instances of divergent

evaluations, a third annotator intervenes for a detailed review to ensure consensus.

We analyze the comprehensiveness and diversity of in FollowBench, which includes

820 instructions in total. To maintain data diversity, we strive to ensure that the ROUGE-L

score between any two initial instructions is below 0.7. Figure 7.3 shows the verb-noun

structure of FollowBench instructions, where the top 20 verbs (inner circle) and their top

4 direct noun objects (outer circle) are depicted.
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Figure 7.3: Verb-noun structure of
FollowBench Instructions.

Given an initial instruction, we add one {constraint_type} constraint per
time and obtain the final instruction with {level_n} additional constraints.

#Initial Instruction#
{initial_instruction}

#Initial Instruction + 1 constraint#
{level_1_instruction}

⁝

#Initial Instruction + {level_n} constraints#
{level_n_instruction}

#Answer of Initial Instruction + {level_n} constraints#
{answer_of_level_n_instruction}

#System#
1) Please identify all {level_n} added constraints.
2) For the {level_n} added constraints, discriminate if the #Answer of
Initial Instruction + {level_n} constraints# satisfies each constraint.
3) In the final line, only output a Python LIST with {level_n} elements
('YES' or 'NO') indicating whether the answer satisfies each constraint.

Prompt Template for Model-based Evaluation

Figure 7.4: Prompt template for model-
based evaluation.

7.2.2 Evaluation Protocol

Given that nearly half of instructions in FollowBench are open-ended without reference

answers, devising a rule-based program to assess the outputs is extremely challenging.

To overcome this, inspired by [61, 78], we propose to develop a model-based approach

by using strong LLMs1 as judges. Previous works leverage strong LLMs to determine the

quality of a response, by prompting them to consider multiple factors such as usefulness,

relevance, and level of detail [107, 211]. To effectively guide strong LLMs to judge the

constraint following capability objectively and faithfully, we propose a Multi-level-aware

prompt template, as shown in Figure 7.4. Rather than merely presenting the instruction

and asking LLMs to determine whether all constraints are satisfied, we illustrate the evo-

lution process of the instruction and prompt LLMs to pinpoint the newly added constraint

at each level. Exposing the evolution process of the instruction allows for a more granu-

lar understanding and identification of individual constraints, enhancing LLMs’ ability to

discriminate with precision. The ablation study in §7.4.1 validates the effectiveness of this

strategy.

Moreover, we propose three novel metrics to evaluate the instruction-following ability

1We use GPT-4-Preview-1106 in our experiments.
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of LLMs. For an instruction with n constraints (level n), we use the rule-based program

or LLM judge (refer to Table 7.1) to discriminate if the response of a model satisfies each

constraint in the instruction. At each level n, given a set of m instructions, we define the

Hard Satisfaction Rate (HSR) and Soft Satisfaction Rate (SSR) as follows:

HSR =
1
m

m∑
i=1

n∏
j=1

s
j
i (7.1)

SSR =
1

mn

m∑
i=1

n∑
j=1

s
j
i (7.2)

where s
j
i = 1 if the j-th constraint of i-th instruction is satisfied and s

j
i = 0 otherwise.

HSR measures the average rate at which all constraints of individual instructions are fully

satisfied, while SSR calculates the average satisfaction rate of individual constraints across

all instructions.

As described in §7.2, we construct FollowBench by incrementally adding five con-

straints to an initial instruction, enabling us to pinpoint the difficulty level at which LLMs

fail to follow instructions. Therefore, we propose a metric called Consistent Satisfaction

Levels (CSL) to estimate how many consecutive levels a model can satisfy, beginning from

level 1:

CSL =
1
g

g∑
i=1

arg max
l

(
l×

l∏
n=1

Sni

)
(7.3)

where g is the group number of initial instructions, Sni = 1 if all constraints of the i-th

instruction at level-n are satisfied and Sni = 0 otherwise.

7.3 Experiments

This section first introduces experimental setup in §7.3.1, and then presents the main ex-

periment results across two key dimensions: difficulty level in §7.3.2 and constraint cate-

gory in §7.3.3.
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7.3.1 Experimental Setup

We evaluate 13 popular LLMs including GPT-4-Preview-1106 [135], GPT-3.5-Turbo-1106 [136],

Qwen-Chat-72B/14B/7B [8], LLaMA2-Chat-70B/13B/7B [171], WizardLM-13B-V1.2 [194],

Vicuna-13B/7B-V1.5 [211], Baichuan2-Chat-7B [11], and ChatGLM3-6B [50]. We access

GPT-4-Preview-1106 and GPT-3.5-Turbo-1106 via OpenAI API. We access other open-

source LLMs from their official repositories. During the inference process, we set the

temperature to 0 to ensure deterministic outputs. We set the maximum generation length

to 2048. Other parameters use their default values.

7.3.2 Level-categorized Results

Table 7.2 provides a comprehensive comparison of various models across five difficulty

levels, denoted as L1 to L5. From a bird’s-eye view, we can infer that the performance

typically diminishes as we progress from L1 to L5 for almost all models. This trend co-

incides with the increasing complexity or stringent requirements associated with higher

levels. Besides, models with larger architectures generally outperform their smaller coun-

terparts. However, it’s worth noting that the scaling law does not apply as effectively

to LLaMA2-Chat-70B. The reason is that while LLaMA-2-Chat-70B does indeed outper-

form LLaMA-2-Chat-13B in Situation constraints, it shows a relative underperformance

in Format and Mixed Constraints categories. More importantly, there’s a marked per-

formance gap between closed-source models (i.e., GPT-4 and GPT-3.5) and open-source

models. Regarding CSL, it can be deduced that the instruction-following upper bound

for GPT-4 and GPT-3.5 is approximately 3 constraints (level 3) added to an initial instruc-

tion. In contrast, open-source models typically have an upper limit of about 2 constraints

(level 2). This significant difference underscores the better instruction-following ability of

proprietary models, possibly due to superior data quality or optimization strategies such

as RLHF [137]. Furthermore, even the most sophisticated models are limited to follow-

ing instructions with about three constraints, suggesting significant potential for further

improvement.
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HSR (%) SSR (%)
Model L1 L2 L3 L4 L5 Avg. L1 L2 L3 L4 L5 Avg. CSL

GPT-4-Preview-1106 84.7 75.6 70.8 73.9 61.9 73.4 84.7 77.0 75.3 77.0 72.3 77.2 3.3
GPT-3.5-Turbo-1106 80.3 68.0 68.6 61.1 53.2 66.2 80.3 71.2 74.2 69.6 67.1 72.5 2.9
Qwen-Chat-72B 73.8 63.3 54.3 45.2 39.9 55.3 73.8 67.5 63.2 57.6 56.0 63.6 2.4
LLaMA2-Chat-70B 59.9 53.3 46.0 40.2 37.9 47.5 59.9 57.3 55.7 53.3 53.2 55.9 2.1
Qwen-Chat-14B 62.8 56.2 47.7 38.7 30.9 47.3 62.8 61.9 57.7 52.6 51.4 57.3 1.9
WizardLM-13B-V1.2 68.8 64.1 53.1 40.8 35.8 52.5 68.8 65.7 61.8 53.4 53.9 60.7 2.2
LLaMA2-Chat-13B 57.0 56.0 50.4 44.4 38.1 49.2 57.0 60.0 58.0 54.8 52.2 56.4 2.2
Vicuna-13B-V1.5 71.2 60.2 49.6 40.6 34.0 51.1 71.2 64.8 59.9 54.5 53.6 60.8 2.1
Qwen-Chat-7B 55.9 51.7 38.7 33.1 23.3 40.6 55.9 58.2 51.6 48.9 45.9 52.1 1.5
LLaMA2-Chat-7B 58.0 51.3 47.4 39.5 35.3 46.3 58.0 56.5 55.6 52.5 51.4 54.8 1.9
Vicuna-7B-V1.5 60.8 52.0 42.2 33.3 23.9 42.4 60.8 58.6 55.5 48.3 49.0 54.4 1.7
Baichuan2-Chat-7B 58.3 46.1 40.7 30.4 25.5 40.2 58.3 55.4 54.9 49.9 49.3 53.6 1.4
ChatGLM3-6B 60.9 46.6 36.7 27.8 21.4 38.7 60.9 55.3 51.2 47.9 45.0 52.0 1.6

Table 7.2: Results across five difficulty levels. For each level, we compute the aver-
age score of all constraint categories. Proprietary LLMs , open-sourced LLMs (large) ,

open-sourced LLMs (medium) , and open-sourced LLMs (small) are distinguished by
different colors.

Content

SituationStyle

Format

Example Mixed

0.2
0.4

0.6
0.8

GPT-4
GPT-3.5
Qwen-Chat-72B
LLaMA2-Chat-70B
Qwen-Chat-14B
LLaMA2-Chat-13B
Vicuna-13B-V1.5
Qwen-Chat-7B
LLaMA2-Chat-7B
Vicuna-7B-V1.5

Figure 7.5: HSR (%) results in diverse constraint categories. For each category, we com-
pute the average score of all difficulty levels.
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7.3.3 Constraint-categorized Results

As depicted in Figure 7.5, we assess various models over different constraint categories

to succinctly showcase the instruction-following capability of LLMs in a singular dimen-

sion. Notably, GPT-4 and GPT-3.5 surpass open-source models in every constraint cat-

egory, with a pronounced advantage in Content, Situation, Example, and Mixed con-

straints. Furthermore, most models demonstrated commendable proficiency under the

Style constraint. While GPT-4, GPT-3.5, and LLaMA2-Chat-70B were the frontrunners,

the trend suggests that style adaptation is an area where many models excel, hinting at its

utility in real-world applications. However, the Example and Mixed constraints posed a

challenge to most models. While GPT-4 led the segment, even its scores were noticeably

lower than in other categories. To illustrate, in the “Example” category, we evaluated the

instruction-following capabilities of LLMs by introducing “noise examples” with vary-

ing natural language templates. The observed performance decline is primarily due to

the LLMs’ limited training in processing such noisy inputs within context-based learning

scenarios. Typically, LLMs are fine-tuned on clean and uniform datasets, which do not

adequately prepare them to sift through and ignore irrelevant or misleading information.

This limitation becomes apparent when faced with the intricacies of real-world data. Our

findings underscore the complexity of these constraints and pinpoint an area for potential

improvement.

7.4 Analysis

This section includes: an ablation study confirming our prompt template’s effectiveness

for model-based evaluation (§7.4.1); a comparison of instruction following vs. other LLM’s

abilities (§7.4.2); an examination of failure consistency (§7.4.3); and an investigation of var-

ious decoding strategies (§7.4.4).

7.4.1 Ablation Study of Model-based Evaluation

We randomly sample 100 cases that require LLM evaluation, encompassing five con-

straints, five distinct levels, and four diverse models to guarantee comprehensive rep-
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resentation. Then we ask three expert-level human labelers to assess whether the model’s

response satisfies all the constraints in each case and use the majority voting as the final

human annotations. As shown in Table 7.3, our prompt template (Figure 7.4) registers an

impressive 88% agreement with expert human evaluations, surpassing even the internal

agreement among human experts, which stands at 85%. Remarkably, when the evolution

process of multi-level constraints is removed from our prompt template, the agreement

rate dips by 9%. This underlines the instrumental role played by the detailed portrayal

of the instruction’s evolution in enhancing LLM’s precision in discernment. In contrast,

we also employ the prompt template from Vicuna [211], a standard prompt for assessing

the overall quality of response. This template prompts the LLM to assign a score from 0

to 10 for each response. We consider responses with a score above 5.0 to meet all the con-

straints of an instruction. This approach achieves 67% agreement with human evaluators.

Such a disparity highlights the fundamental difference between assessing the instruction-

following ability and the overall response quality.

Prompt Agreement with Human

Ours 88%
Ours w/o ML 79%
Vicuna-Single 67%

Table 7.3: Agreement between human and diverse prompt templates. We use ML to de-
note multi-level.

7.4.2 Instruction Following vs. Other Abilities

Table 7.4 presents a comparison of representative LLMs across different abilities, not just

instruction following (FollowBench). This includes overall response quality (AlpacaE-

val [107]), knowledge (MMLU [72]), and reasoning (BBH [161]). We can find that our

FollowBench provides an additional perspective for a holistic LLM evaluation. As an il-

lustration, while the performance of WizardLM-13B-V1.2 exceeds that of GPT-3.5 in terms

of overall response quality, it notably lags behind in instruction-following ability. Simi-

larly, Vicuna-V1.5 excels over LLaMA2-Chat in the realms of knowledge and reasoning

but struggles with instruction-following tasks.
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Model Following Overall Knowledge Reasoning

GPT-4-Preview-1106 3.3 97.7 86.4 86.7
GPT-3.5-turbo-1106 2.9 86.3 70.0 70.1
LLaMA2-Chat-70B 2.1 92.7 63.0 60.8
WizardLM-13B-V1.2 2.2 89.2 52.7 –
LLaMA2-Chat-13B 2.2 81.1 53.6 40.2
Vicuna-13B-V1.5 2.1 – 55.8 51.5
LLaMA2-Chat-7B 1.9 71.4 45.8 35.6
Vicuna-7B-V1.5 1.7 – 49.8 43.4

Table 7.4: Model comparison on different abilities.

7.4.3 Does Failure at Lower Level Necessarily Lead to Failure at Higher
Level?

For a set of instructions that has five difficulty levels, if a model’s response doesn’t satisfy

the constraints at level n, where n ranges from 1 to 4, we define the failure consistency

as the percentage that the response will also not fulfill the constraints at any subsequent

level greater than n. Combining Table 7.2 and Table 7.5, it can be seen that models with

better instruction-following capability may exhibit lower failure consistency. One possible

reason is that the instruction-following ability of more powerful models is less sensitive

to the number of constraints in an instruction, thus they are better equipped to adapt

and fulfill the requirements even as the constraints increase. This adaptability means that

while they may falter at a lower difficulty level, they can still manage to meet the demands

of higher difficulty levels, leading to a decrease in failure consistency.

Model Failure Consistency (%)

GPT-4-Preview-1106 42.2
WizardLM-13B-V1.2 57.3
Vicuna-7B-V1.5 61.8
ChatGLM3-6B 64.0

Table 7.5: Results on failure consistency.

101



7.4.4 Does Different Decoding Strategies Affect the Instruction-following
Ability?

In this section, we systematically investigate the impact of different decoding strategies,

represented by the temperature parameter τ, on LLM’s instruction-following ability. The

temperature τ is a commonly used parameter that controls the sharpness of the distribu-

tion from which we sample the next token:

P(w) =
exp(zw/τ)∑

w ′∈V exp(zw ′/τ)
(7.4)

where zw is the logit for word w, V is the vocabulary. Lower values for temperature re-

sult in more consistent outputs, while higher values generate more diverse and creative

results. As illustrated in Figure 7.6, the temperature τ has a tangible influence on the

instruction-following ability across all four models. The sweet spot seems to be some-

where in the middle where there’s enough variability to capture the nuances and intri-

cacies of complex instructions, yet not so much that the model goes off tangent. This

balanced behavior ensures that the model remains within the desired context, produc-

ing outputs that align closely with the given instructions while also allowing for a slight

creative touch when needed.

GPT-4 WizardLM-13B-V1.2 Vicuna-7B-V1.5 ChatGLM3-6B
20

30

40

50

60

70

80

HS
R 

(%
)

= 0
= 0.25
= 0.5
= 0.75
= 1

Figure 7.6: The effect of varying the temperature parameter τ. We use τ = 0 to denote
greedy decoding.
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7.5 Conclusion and Discussion

7.5.1 Conclusion

In this chapter, we introduce FollowBench, a Multi-level Fine-grained Constraints Fol-

lowing Benchmark tailored for gauging the instruction-following capability of LLMs. FollowBench

covers five fine-grained constraint categories and over 50 NLP tasks, utilizes a novel Multi-

level mechanism for precisely estimating the upper limit of instruction-following capabil-

ity. Furthermore, we propose an evaluation protocol with three metrics that seamlessly

integrate with the multi-level mechanism. Our extensive tests over 13 popular LLMs re-

veal a substantial performance advantage for GPT-4 and GPT-3.5 over their counterparts,

and there is still significant room for improving the instruction-following ability of current

LLMs.

7.5.2 Discussion

While our study contributes valuable insights, it is essential to acknowledge several limi-

tations that warrant consideration.

Firstly, our current investigation is confined to single-round interactions, aiming to

offer a controlled environment for evaluation. Future research may extend its scope to

multi-round conversations to comprehensively assess the instruction-following proficiency

of LLMs in more dynamic and extended dialogues [93].

Secondly, the model-based evaluation framework employed in our experiments, while

rigorous, relies on prompt engineering, introducing an inherent imperfection. Despite our

meticulous selection of high-performing prompts, the potential for further optimization

remains, which may impact the reported evaluation metrics.

Lastly, we refrain from proposing specific solutions to address identified weaknesses

of LLMs in instruction following. A plausible avenue for future research involves fine-

tuning LLMs using our proposed FollowBench as a benchmark, providing a potential

roadmap for enhancing instruction adherence. We defer the exploration of these aspects

to subsequent studies, recognizing the need for a comprehensive examination of LLM

capabilities across varying interaction complexities.
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CHAPTER 8

CONCLUSION AND FUTURE WORK

8.1 Conclusion

In this thesis, we have explored the efficient and effective alignment of LLMs across mul-

tiple dimensions, including data synthesis, training, and evaluation. Our research intro-

duces novel methodologies that improve the scalability, adaptability, and reliability of

alignment processes, addressing key challenges in instruction-following, knowledge re-

tention, and preference modeling.

Summary of Contributions:

• Alignment Data Synthesis via Adversarial Distillation – We proposed an adver-

sarial knowledge distillation framework that iteratively refines a student model by

generating hard instructions and incorporating feedback from a proprietary LLM.

This method enhances knowledge transfer efficiency and improves model alignment

performance.

• Web Reconstruction for Scalable Instruction-Tuning Data – We introduced Web

Reconstruction (WebR), a framework that synthesizes high-quality instruction-tuning

datasets from web content using a dual-perspective paradigm. Our experiments

demonstrate that WebR-generated data significantly improve LLM alignment across

multiple benchmarks.

• Learning to Edit (LTE) for Knowledge Adaptation – We developed LTE, a two-

phase knowledge editing framework that enables real-time knowledge updates while

maintaining model consistency. LTE outperforms prior methods in robustness and

efficiency, facilitating dynamic adaptation of LLMs to evolving information.
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• Bridging and Modeling Correlations (BMC) in Preference Optimization – We pro-

posed BMC, a novel approach to direct preference optimization that enhances hu-

man value alignment by explicitly modeling fine-grained preference signals. BMC

consistently surpasses standard DPO, improving performance in various tasks.

• FollowBench: A Fine-Grained Evaluation Benchmark for Constraint Following –

We introduced FollowBench, a multi-level benchmarking framework for assessing

LLMs’ instruction-following capabilities. Our evaluations highlight existing gaps in

alignment and provide a standardized protocol for future improvements.

8.2 Future Work

The advancements in this thesis contribute significantly to refining LLM alignment strate-

gies, ensuring more effective, adaptable, and robust AI models. However, several chal-

lenges remain, opening avenues for future research:

• Scalability and Computational Efficiency – Expanding adversarial distillation and

web-based data synthesis to scale alignment processes without excessive computa-

tional costs. Techniques such as continual learning and reinforcement learning could

further enhance efficiency.

• Multi-Turn and Interactive Alignment – Our proposed approaches primarily focus

on single-turn tasks. Extending these methods to handle multi-turn interactions and

real-time user feedback will be crucial for enhancing conversational AI capabilities.

• Beyond Factual Knowledge Editing – Extending knowledge editing frameworks

to non-factual aspects, such as personality, sentiment, and ethical reasoning, could

enable more nuanced model adaptations. Additionally, advancing black-box model

editing techniques would improve accessibility for proprietary LLMs.

• Advancing Preference Optimization for Human-AI Alignment – Incorporating

more fine-grained human preferences, cultural considerations, and ethical constraints

into alignment processes to ensure AI systems reflect societal values more accurately.
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• Robust and Adaptive Evaluation Metrics – Developing more comprehensive bench-

marking methodologies that integrate human feedback, adversarial testing, and real-

world deployment scenarios to assess alignment robustness across diverse applica-

tions.

In conclusion, this thesis lays the groundwork for future research in LLM alignment,

pushing towards models that are not only more powerful but also more efficient, adapt-

able, and aligned with human intent.
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APPENDIX A

APPENDIX FOR CHAPTER 3

A.1 Data Statistics

Table A.1 and Table A.2 show the data statistics of AGIEval and BIG-Bench Hard, respec-

tively.

Task # Examples # Choices

AQuA-RAT 254 5
LogiQA 651 4
LSAT-AR 230 5
LSAT-LR 510 5
LSAT-RC 269 5
SAT-Math 220 4
SAT-English 206 4
SAT-English (w/o Psg.) 206 4

Table A.1: Statistics of AGIEval dataset.

Task # Examples # Choices

Boolean Expressions 250 2
Causal Judgement 187 2
Date Understanding 250 6
Disambiguation QA 250 4
Formal Fallacies 250 2
Geometric Shapes 250 11
Hyperbaton 250 2
Logical Deduction (5 objects) 250 5
Logical Deduction (7 objects) 250 7
Logical Deduction (3 objects) 250 3
Movie Recommendation 250 5
Navigate 250 2
Penguins in a Table 146 5
Reasoning about Colored Objects 250 18
Ruin Names 250 11
Salient Translation Error Detection 250 6
Snarks 178 2
Sports Understanding 250 2
Temporal Sequences 250 4
Tracking Shuffled Objects (5 objects) 250 5
Tracking Shuffled Objects (7 objects) 250 7
Tracking Shuffled Objects (3 objects) 250 3
Web of Lies 250 2

Table A.2: Statistics of BIG-Bench Hard dataset.
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A.2 Baselines

• LLaMA [171] is a collection of foundation language models ranging from 7B to 65B

parameters. It is trained on trillions of tokens from publicly available datasets and

is demonstrated to outperform larger-size LLMs such as GPT-3 (175B) across a mul-

titude of benchmarks. We use the official code from LLaMA 1.

• Alpaca [164] is a project initiated by Stanford University with the objective of devel-

oping and disseminating an open-source model that adeptly follows instructions. It

is based on LLaMA and fine-tuned on 52K instruction-following examples gener-

ated by querying OpenAI’s text-davinci-003 model. On the self-instruct evaluation

set, Alpaca mirrors text-davinci-003, but is notably more compact and cost-effective

to reproduce. We use the official code from Alpaca 2.

• WizardLM [194] employs LLMs instead of humans to automatically mass-produce

open-domain instructions of various difficulty levels, to improve the performance

of LLMs. It uses an Evol-Instruct method to bootstrap the 52k instruction-following

examples of Alapca into a larger set of 250k more intricate instructions. Out of this

larger set, 70k examples were selected to fine-tune LLaMA. We use WizardLM-7B-

V1.0 from the official code 3.

• Vicuna [211], a superior open-source chatbot, excels in generating fluid and cap-

tivating responses to user queries. It is based on LLaMA and fine-tuned on 70K

user-shared conversations collected from ShareGPT, a platform designed for shar-

ing interactions with ChatGPT. Its impressive capabilities make it one of the leading

open instruction-following models today. Vicuna achieves competitive performance

against proprietary models such as ChatGPT and Bard [63]. We use Vicuna-7B-V1.1

and Vicuna-13B-V1.1 from FastChat 4.

• ChatGPT [136], a product of OpenAI, is an advanced AI chatbot renowned for its

ability to interact with users in an authentically human and engaging manner. The

1https://github.com/facebookresearch/llama

2https://github.com/tatsu-lab/stanford_alpaca

3https://github.com/nlpxucan/WizardLM

4https://github.com/lm-sys/FastChat
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chatbot is built on powerful LLMs such as GPT-3.5 and GPT-4, which are trained

on a vast corpus of internet text data. ChatGPT undergoes fine-tuning via both su-

pervised and reinforcement learning techniques, with the human trainers providing

necessary feedback and direction.

A.3 Implementation Details

Training Hyperparameters. The training process is conducted on 8 A100 GPUs. During

each iteration of adversarial knowledge distillation, the hyperparameters for training are

shown in Table A.3.

Hyperparameter Lion-7B Lion-13B

Batch size 128 128
Learning rate 2e-5 2e-5
Epoches 3 3
Max length 1024 1024
Optimizer AdamW AdamW
Scheduler cosine cosine
Weight decay 0 0
Warmup ratio 0.03 0.03

Table A.3: Training hyperparameters.

Querying the gpt-3.5-turbo API. We use different sets of hyperparameters when query-

ing the gpt-3.5-turbo API for different roles (Teacher, Referee, Generator). These hyperpa-

rameters are found to work well and we listed them in Table A.4.

Role temperature top_p beam_size (n) max_tokens

Teacher 0.7 1.0 1 1024
Referee 0.2 1.0 1 512
Generator 1.0 1.0 1 512

Table A.4: Hyperparameters for querying OpenAI gpt-3.5-turbo API under different
roles.
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A.4 Prompt Templates for Our Adversarial Distillation Frame-
work

Fine-tuning an LLM (i.e. ChatGPT) is costly and intricate, human-tailored prompt tem-

plates are utilized to solve various tasks. The prompt template of the Teacher for generat-

ing responses is shown in Table A.5. The prompt template of the Referee for comparing

the quality of two responses generated by two AI assistants is shown in Table A.6. The

prompt templates of the Generator for generating new hard instructions and new easy

instructions are shown in Table A.7 and Table A.8, respectively.

system content
You are a helpful assistant that generates a response to
a given task instruction.

user content

### Instruction:
{instruction}

### Response:

Table A.5: Prompt template of gpt-3.5-turbo for generating responses. Note that the orig-
inal instruction in Alpaca is composed of an instruction prompt and an instance input.
For example, the instruction prompt is “write an abstract about the following method”,
and the instance input is “knowledge distillation”. For a better adaption to real-world
scenarios, we concatenate the instruction prompt and the instruction prompt into one in-
struction using a line break.
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system content
You are a helpful and precise assistant for checking the
quality of the answer.

user content

[Instruction]
{instruction}

[The Start of Assistant 1’s Answer]
{answer_1}
[The End of Assistant 1’s Answer]

[The Start of Assistant 2’s Answer]
{answer_2}
[The End of Assistant 2’s Answer]

[System]
We would like to request your feedback on the
performance of two AI assistants in response to the user
instruction and input displayed above.

Please rate the helpfulness, relevance, accuracy, and
level of detail of their responses. Each assistant
receives an overall score on a scale of 1 to 10, where a
higher score indicates better overall performance.

Please first provide a comprehensive explanation of
your evaluation, avoiding any potential bias and
ensuring that the order in which the responses were
presented does not affect your judgment. Then, output
two lines indicating the scores for Assistant 1 and 2,
respectively.

Output with the following format:
Evaluation evidence: <your evaluation explanation here>
Score of the Assistant 1: <score>
Score of the Assistant 2: <score>

Table A.6: Prompt template of gpt-3.5-turbo for comparing the quality of two responses
generated by two AI assistants.
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system content You are a helpful assistant.

user content

I want you to act as an Instruction Creator.
Your goal is to draw inspiration from the #Given
Instruction# to create a brand new instruction.
This new instruction should belong to the same domain
and the same task type as the #Given Instruction#.
The LENGTH and difficulty level of the #Created
Instruction# should be similar to that of the #Given
Instruction#.
The #Created Instruction# must be reasonable and must be
understood and responded to by humans.
’#Given Instruction#’, ’#Created Instruction#’, ’given
instruction’ and ’created instruction’ are not allowed
to appear in #Created Instruction#.

#Given Instruction#:
{instruction}

#Created Instruction#:

Table A.7: Prompt template of gpt-3.5-turbo for generating new hard instructions.

system content You are a helpful assistant.

user content

I want you to act as an Instruction Creator.
Your goal is to draw inspiration from the #Given
Instruction# to create a brand new instruction.
This new instruction should belong to the same domain as
the #Given Instruction# but be even more rare.
The LENGTH and difficulty level of the #Created
Instruction# should be similar to that of the #Given
Instruction#.
The #Created Instruction# must be reasonable and must be
understood and responded to by humans.
’#Given Instruction#’, ’#Created Instruction#’, ’given
instruction’ and ’created instruction’ are not allowed
to appear in #Created Instruction#.

#Given Instruction#:
{instruction}

#Created Instruction#:

Table A.8: Prompt template of gpt-3.5-turbo for generating new easy instructions.
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APPENDIX B

APPENDIX FOR CHAPTER 4

B.1 Implementation Details

Our implementation is based on the alignment-handbook repo1. The training procedure

was executed on 4 NVIDIA A800 GPUs, each equipped with 80GB of memory. The dura-

tion required to train a single instance of the model, specifically the Llama3-8B-base, was

approximately 9 hours. The specific hyperparameters used during training are detailed in

Table B.1. Notably, all models were trained using the same set of hyperparameters, except

for the maximum sequence length, which was set to 2048 for the 14B LLMs to mitigate

computational bottlenecks.

Hyperparameter Value

Batch size 128
Learning rate 2e-5
Epoches 4
Max length 4096 (2048 for 14B LLMs)
Optimizer AdamW
Scheduler cosine
Weight decay 0
Warmup ratio 0.1

Table B.1: Training hyperparameters for Llama3-8B-base and Qwen2.5-1.5/3/7/14B-
base.

B.2 Evaluation Details

Table B.2 lists the evaluation details for AlpacaEval 2 [107], Arena-Hard [104], MT-Bench [211],

and IFEval [214]. AlpacaEval 2 comprises 805 questions from 5 datasets, and MT-Bench

1https://github.com/huggingface/alignment-handbook
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spans 8 categories with a total of 80 questions. Arena-Hard is an enhanced version of MT-

Bench, featuring 500 well-defined technical problem-solving queries. IFEval consists of

541 samples, each containing 1 to 3 verifiable constraints. Evaluation metrics are reported

in accordance with each benchmark’s protocol.

Benchmark # Exs. Baseline Model Judge Model Scoring Type Metric

AlpacaEval 2 805 GPT-4 Turbo GPT-4 Turbo Pairwise comparison Length-controlled win rate
Arena-Hard 500 GPT-4-0314 GPT-4 Turbo Pairwise comparison Win rate
MT-Bench 80 - GPT-4/GPT-4 Turbo Single-answer grading Rating of 1-10
IFEval 541 - - Rule-based verification Accuracy

Table B.2: Evaluation details for AlpacaEval 2 [107], Arena-Hard [104], MT-Bench [211],
and IFEval [214]. The baseline model refers to the model compared against.

B.3 Dataset Analysis

Statistics including token lengths of instructions and responses are illustrated in Figure

B.1. Tokens are counted using the tiktoken library2. For WebR-Basic, the average token

lengths of instructions and responses are 441.41 and 381.28, respectively. For WebR, the

average token lengths of instructions and responses are 439.88 and 457.34, respectively.

B.4 Prompt Template

Figure B.2 shows the prompt template for generating the author persona according to

the web content. Figure B.3 shows the prompt template for generating the rewrite request

based on the whole web content. Figure B.4 shows the prompt template for generating the

rewrite request based on a specific part of the web content. Figure B.5 shows the prompt

template for generating the latent instruction corresponding to the whole web content.

Figure B.6 shows the prompt template for generating the latent instruction corresponding

to a specific part of the web content. Figure B.7 shows the prompt template for generating

a refined response based on the raw web and the instruction.

2https://github.com/openai/tiktoken
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Figure B.1: Lengths of instructions and responses in WebR-Basic and WebR-Pro.
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[Text]
{web}

[Instruction]
The text above is from an English webpage. According to the text, please infer the author's profile (within 30 
words).

Prompt Template for Author Persona

Figure B.2: Prompt template for generating author persona.

[Text]
{web}

[Author of the Text]
{persona}

[Instruction]
The text above is from an English webpage. Imagine that you are a user of an AI assistant, please provide a rewrite 
request specifically designed based on the text content, to create a new version of the text. You can ask for the 
rewrite to follow constraints including word/sentence/paragraph length, style, format, structure, etc. You should 
also follow the below rules:

- The rewrite request should strictly follow the profile of the author.
- The rewrite request should be based on the above text, rather than an isolated instruction.
- The constraints should be detailed and specific.
- Output only the request.
- Do **not** directly use the keyword 'rewrite' and 'new version' in the generated request.
- Make sure the generated request is within {len_limit} words.

Prompt Template for Web as Instruction (all)

Figure B.3: Prompt template for Web as Instruction (generating the rewrite request based
on the whole web content).
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[Text]
{web}

[Author of the Text]
{persona}

[Instruction]
The text above is from an English webpage. Imagine that you are a user of an AI assistant, please provide a rewrite 
request specifically designed based on the text content, to create a new version of the text focusing on a specific 
part of information, rather than global information, in the given text above. You can ask for the rewrite to follow 
constraints including word/sentence/paragraph length, style, format, structure, etc. You should also follow the 
below rules:

- The rewrite request should strictly follow the profile of the author.
- The rewrite request should be based on the above text, rather than an isolated instruction.
- The constraints should be detailed and specific.
- Output only the request.
- Do **not** directly use the keyword 'rewrite', 'new version', and 'specific part information' in the generated 

request.
- Make sure the generated request is within {len_limit} words.

Prompt Template for Web as Instruction (part)

Figure B.4: Prompt template for Web as Instruction (generating the rewrite request based
on the specific part of the web content).

[Text]
{web}

[Author of the Text]
{persona}

[Instruction]
Imagine that you are a user of an AI assistant, please provide the most likely request to which the text above 
would be a great answer. You should also follow the below rules:

- The request should strictly follow the profile of the author.
- Ensure your request is detailed, specific (including the style, format, and structure of the text), clear, and 

concise.
- Output only the request.
- Make sure the generated request is within {len_limit} words.

Prompt Template for Web as Response (all)

Figure B.5: Prompt template for Web as Response (generating the latent instruction based
on the whole web content).
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[Text]
{web}

[Author of the Text]
{persona}

[Instruction]
Imagine that you are a user of an AI assistant, please provide the most likely request to which **a specific part of 
the text above** would be a great answer. You should also follow the below rules:

- The request should strictly follow the profile of the author.
- Ensure your request is detailed, specific (including the style, format, and structure of the text), clear, and 

concise.
- Output only the request.
- Make sure the generated request is within {len_limit} words.

Prompt Template for Web as Response (part)

Figure B.6: Prompt template for Web as Response (generating the latent instruction based
on the specific part of the web content).

Based on the Provided Information, please improve the Answer to the Question, so that the improved answer is of 
high quality and factually correct. Only output the improved answer.

[Provided Information]
{web}

[Question]
{request}

[Answer]
{answer}

Prompt Template for Web as Response (Answer Refinement)

Figure B.7: Prompt template for Web as Response (answer refinement).
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APPENDIX C

APPENDIX FOR CHAPTER 5

C.1 Details of Training Data Construction

C.1.1 Synthetics of Out-of-scope Examples

As shown in Figure C.1, we employ a few-shot manual demonstration as a prompt to

guide GPT-4 in producing the desired query and answer.

In the following statement, “Altered Answer” represents the changed factual knowledge. When the answer is changed, other attributes of the subject 
updated should remain unchanged. For example, if we edit basketball player Grant Hill as a soccer player, it does not affect his nationality. Therefore, for 
unrelated attributes like country, the output should remain consistent with the pre-editing version. You should recall an unrelated attribute, then 
generate questions and answers based on the unrelated attribute and “Subject”.

Question: The father of Juan María Bordaberry is whom?
Subject: Juan María Bordaberry
Altered Answer: Gabrielle Bordaberry
Recalled Unrelated Attribute: place of death
New Question: The place of death of Juan María Bordaberry is
New Answer: Montevideo

Question: What business published Street Rod 2?
Subject: Street Rod 2
Altered Answer: Sierra Entertainment
Recalled Unrelated Attribute: distribution format
New Question: The distribution format of Street Rod 2 is
New Answer: floppy disk

Question: What is the status of Cross River gorilla?
Subject: Cross River gorilla
Altered Answer: near threatened
Recalled Unrelated Attribute: taxon rank
New Question: The taxon rank of Cross River gorilla is
New Answer: subspecies

Question: {question}
Subject: {subject}
Altered Answer: {altered_answer}

Prompt Template (Generating an out-of-scope example)

Figure C.1: Prompt template for generating an out-of-scope example.

C.1.2 Synthetics of Free-text In-scope Question-answering Pairs

In our methodology, we initially engage GPT-4 with five meticulously crafted demonstra-

tions, as depicted in Figure C.2. This step is designed to elicit a query that pertains directly
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to the edit descriptor. Following this, we direct GPT-4 to formulate an answer to the query,

drawing upon the edit descriptor for content, as illustrated in Figure C.3. The final step

in Figure C.4 involves a verification process by GPT-4 to ascertain the congruence of the

answer with the edit descriptor, leading to the exclusion of instances where the criteria

are not met (approximately 15%).

[Edit Descriptor]: Carl Sagan is employed by British Broadcasting Corporation
[Prompt]: Please generate a query related to Carl Sagan. The answer of the query must use the edit descriptor.
[Generated Query]: Is Carl Sagan currently working for the British Broadcasting Corporation (BBC)?

[Edit Descriptor]: What is the twin city of Wellington? It is Sheffield
[Prompt]: Please generate a query related to Wellington. The answer of the query must use the edit descriptor.
[Generated Query]: What are some landmarks in the twin city of Wellington?

[Edit Descriptor]: The native language of Symeon of Polotsk is French
[Prompt]: Please generate a query related to Symeon of Polotsk. The answer of the query must use the edit descriptor.
[Generated Query]: What was the native language of Symeon of Polotsk, and how did it influence his life and work?

[Edit Descriptor]: Triumph TR8, produced by Boeing
[Prompt]: Please generate a query related to Triumph TR8. The answer of the query must use the edit descriptor.
[Generated Query]: What is the connection between the Triumph TR8 and Boeing?

[Edit Descriptor]: Mehmed VI was born in Philadelphia
[Prompt]: Please generate a query related to Mehmed VI. The answer of the query must use the edit descriptor.
[Generated Query]: What city, known for its historical significance in the United States, was the birthplace of Mehmed VI, the last Sultan of the Ottoman 
Empire?

[Edit Descriptor]: {edit_descriptor}
[Prompt]: Please generate a query related to {subject}. The answer of the query must use the edit descriptor.
[Generated Query]: 

Prompt Template (Generating a query related to the edit descriptor)

Figure C.2: Prompt template for generating a query related to the edit descriptor.
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Imagine that the [Edit Descriptor] is True. Please answer the [Query] based on the [Edit Descriptor].

[Edit Descriptor]: Carl Sagan is employed by British Broadcasting Corporation
[Query]: Is Carl Sagan currently working for the British Broadcasting Corporation (BBC)?
[Answer]: Yes, Carl Sagan is currently working for the BBC.

[Edit Descriptor]: What is the twin city of Wellington? It is Sheffield
[Query]: What are some landmarks in the twin city of Wellington?
[Answer]: Sheffield is the twin city of Wellington.\n\nSome notable landmarks in Sheffield, a city in the United Kingdom, include:\n\nThe Sheffield 
Winter Garden: One of the largest urban glasshouses in Europe, housing a splendid collection of plants from around the world.\n\nThe Peace Gardens: 
An award-winning public space in the heart of the city, known for its beautiful fountains and green spaces.\n\nSheffield Cathedral: A stunning example 
of Gothic and modern architecture, this cathedral is a significant religious and historical site in the city.\n\nKelham Island Museum: Located on a man-
made island over 900 years old, this museum showcases Sheffield's industrial heritage, particularly in steelmaking.\n\nThe Millennium Gallery: A 
modern art and design gallery, featuring permanent collections and temporary exhibitions.\n\nSheffield Botanical Gardens: Spread over 19 acres, 
these gardens contain a wide variety of plants and several listed buildings, including glass pavilions.\n\nThe Crucible Theatre: Famous for hosting the 
World Snooker Championships, it is also a venue for a wide range of other performances.\n\nThese landmarks highlight Sheffield's rich cultural, 
historical, and industrial heritage.

[Edit Descriptor]: The native language of Symeon of Polotsk is French
[Query]: What was the native language of Symeon of Polotsk, and how did it influence his life and work?
[Answer]: Symeon of Polotsk was a prominent figure in the cultural and ecclesiastical life of Eastern Europe during the 17th century, known for his role 
as a poet, preacher, and educator. Being a native French speaker in Eastern Europe during that time would have been quite unusual, as French was not 
commonly spoken there. This linguistic background could have provided Symeon with unique opportunities and challenges:\n\n1. Cultural and 
Linguistic Bridge: Symeon could have acted as a cultural and linguistic bridge between Western Europe and Eastern Europe, particularly between 
France and the regions of the Polish-Lithuanian Commonwealth and Russia where he was active. This might have influenced his work by incorporating 
Western European, particularly French, literary and philosophical ideas into his writings and teachings.\n\n2. Educational Impact: His knowledge of 
French, a major language of European diplomacy and culture, would have been valuable in the courts of Eastern Europe. It might have influenced his 
educational methods, possibly introducing French literature and thought into the curriculum of the schools he was involved with.\n\n3. Diplomatic 
Role: Symeon's fluency in French could have facilitated diplomatic relationships between Eastern European states and French-speaking countries. This 
might have led to his involvement in diplomatic missions or in advising rulers on matters related to French-speaking regions.\n\n4. Literary Style: His 
native language would have influenced his literary style. Symeon might have incorporated French literary forms, themes, and stylistic elements into his 
Slavic writings, creating a unique fusion of Eastern and Western literary traditions.\n\n5. Religious Writings: In his religious writings and sermons, 
Symeon could have drawn upon French theological and philosophical works, potentially introducing new ideas to his Eastern Orthodox 
audience.\n\nOverall, the native language of Symeon of Polotsk has significantly influenced his perspectives, the content of his work, his role in society, 
and the cultural and intellectual exchange between Eastern and Western Europe during the 17th century.

[Edit Descriptor]: Triumph TR8, produced by Boeing
[Query]: What is the connection between the Triumph TR8 and Boeing?
[Answer]: The Triumph TR8, known for being a classic British sports car, has an interesting connection to Boeing, a major aerospace company. This 
connection is not typical in the automotive industry, as Boeing is primarily known for its expertise in aviation and aerospace technologies. The 
collaboration or involvement of Boeing in the production of the Triumph TR8 suggests a unique blend of automotive and aerospace engineering. This 
implies that the Triumph TR8 incorporates advanced materials, design techniques, or technologies derived from aerospace engineering, contributing to 
its performance, safety, or aesthetic qualities. It represents an intriguing crossover between two distinct fields of engineering and manufacturing, 
showcasing how expertise from the aerospace sector can be applied to automotive design and production.

[Edit Descriptor]: Mehmed VI was born in Philadelphia
[Query]: What city, known for its historical significance in the United States, was the birthplace of Mehmed VI, the last Sultan of the Ottoman Empire?
[Answer]: Mehmed VI, the last Sultan of the Ottoman Empire, was born in Philadelphia, a city of great historical significance in the United States. 
Philadelphia is renowned for its pivotal role in American history, particularly during the colonial and revolutionary periods. Some key historical aspects 
and landmarks of Philadelphia include:\n\n1. Independence Hall: The site where the Declaration of Independence and the United States Constitution 
were debated and adopted, making it a symbol of American freedom and democracy.\n\n2. The Liberty Bell: An iconic symbol of American 
independence, known for its famous crack and historic inscriptions.\n\n3. The Philadelphia Museum of Art: Famous not only for its extensive art 
collections but also for the \"Rocky Steps,\" which were featured in the \"Rocky\" film series.\n\n4. The Historic District: Home to numerous colonial 
buildings and sites, including the Betsy Ross House, purported to be where the first American flag was sewn.\n\n5. Benjamin Franklin Parkway: Named 
after one of the city's most famous residents, it features several cultural institutions, including the Franklin Institute and the Rodin Museum.\n\n6. 
Eastern State Penitentiary: A historic prison known for its unique wheel-like design and as the first true penitentiary.\n\n7. Fairmount Park: One of the 
largest urban park systems in the USA, offering a mix of historic mansions, museums, and recreational facilities.\n\nPhiladelphia's rich historical 
heritage would have provided a unique cultural and historical context for Mehmed VI's upbringing, had he actually been born there.

[Edit Descriptor]: {edit_descriptor}
[Query]: {query}
[Answer]: 

Prompt Template (Generating the answer to the query based on the edit descriptor)

Figure C.3: Prompt template for generating the answer to the query based on the edit
descriptor.
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[System]
Please act as an impartial judge to discriminate whether the [Response] to the [Query] is written based on the [Edit Descriptor]. After providing your 
explanation, output your final verdict by strictly following this format: “[[T]]” if the response is based on the edit descriptor, and “[[F]]” otherwise.

[Edit Descriptor]
{edit_descriptor}

[Query]
{query}

[Answer]
{answer}

Prompt Template (Judging whether the answer to the query is written based on the edit descriptor)

Figure C.4: Prompt template for judging whether the answer to the query is written based
on the edit descriptor.

C.1.3 Training Data Statistics

Table C.1 lists the statistics of our curated training data, which encompasses 60k samples

from five data sources. In the construction of our dataset, we employ a rigorous sampling

methodology, exclusively selecting instances from the training sets provided by the data

sources.

Data Source
# of in-
scope;
w/ prompt

# of in-
scope;
w/o
prompt

# of out-of-
scope;
w/ prompt

# of out-of-
scope;
w/o prompt

# of Total Avg Len

ZsRE 1,000 1,000 1,000 1,000 4,000 27
RIPPLEEDITS 2,250 2,250 2,250 2,250 9,000 34
WikiBio 250 250 250 250 1,000 102
MQUAKE 4,000 4,000 4,000 4,000 16,000 160
COUNTERFACT 7,500 7,500 7,500 7,500 30,000 320

Total 15,000 15,000 15,000 15,000 60,000 208

Table C.1: Training data statistics. “Avg Len” is the average word number of samples, and
“prompt” denotes our designed knowledge editing prompt template in Figure 5.2.

C.2 Implementation Details

The training procedure was executed on 4 NVIDIA A100 GPUs, each equipped with 80GB

of memory. The duration required to train a single instance of the model, specifically the

LLaMA2-Chat-7B, was approximately 9 hours. Detailed specifications of the hyperparam-

eters employed for both standard fine-tuning and LoRA are provided in Table C.2.
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Hyperparameter Standard FT LoRA

Batch size 128 128
Learning rate 2e-5 3e-4
Epoches 3 3
Max length 2048 2048
Optimizer AdamW AdamW
Scheduler cosine cosine
Weight decay 0 0
Warmup ratio 0.03 0.03

Table C.2: Training hyperparameters for both LLaMA2-Chat-7B and Qwen-Chat-7B.
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APPENDIX D

APPENDIX FOR CHAPTER 6

D.1 Detailed Experimental Setup

D.1.1 Data Statistics and Evaluation Metrics Used for Experiments

We list the detailed data statistics and evaluation metrics of our experiments in Table D.1.

Our experiments comprise both closed-ended evaluation (QA and math) and open-ended

evaluation (instruction following).

Task Train / Test Dataset Number Evaluation Metric

QA

Train ECQA 7,598
QASC 8,134

Test

ECQA 2,194

AccuracyQASC 926
OBQA 500

StrategyQA 687

Math

Train MetaMathQA 40,000

Test

GSM8k 1,319

AccuracyMATH 5,000
MAWPS 2,065
TabMWP 1,000

IF
Train UltraFeedback 61,135

Test AlpacaEval 2 805 Win rate against GPT-4 TurboArena-Hard 500

Table D.1: Statistics of the training and evaluation datasets.

D.1.2 Prompt Template for Targeted Modification

We demonstrate the prompt template of targeted modification for question answering and

mathematical reasoning tasks in Figure D.1. Since the SFT model has been fine-tuned on
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**Task:**
Given the Problem, the Correct Answer, and the Prediction, identify and correct any mistakes in the Prediction to 
align the Correct Answer. Three rules you must obey:
1. Make the minimal modifications necessary (changing the fewest words) to correct the Prediction.
2. Only output the complete Corrected Prediction without saying anything else.
3. If the Prediction is already good enough, simply output 'None'.

**Problem:**
{𝒙}

**Correct Answer:**
{𝒚𝒘}

**Prediction:**
{𝒚𝒍}

**Corrected Prediction:**

Prompt Template for Question Answering and Mathematical Reasoning Tasks

Figure D.1: Prompt template of targeted modification for question answering and mathe-
matical reasoning tasks.

Task:**
Below is a question followed by two responses. Response 1 is more preferred by humans than Response 2. Please 
make the minimal necessary changes to Response 2 to improve it, referring to Response 1. Maintain as much of 
the correct parts of Response 2 as possible. Output only the complete Revised Response 2.

**Problem:**
{𝒙}

**Response 1:**
{𝒚𝒘}

**Response 2:**
{𝒚𝒍}

**Revised Response 2:**

Prompt Template for Instruction Following Tasks

Figure D.2: Prompt template of targeted modification for instruction-following tasks.

the ground truth yw for QA and math tasks, the inferred output yl may be quite approx-

imate to yw in some circumstances. Therefore, we require the off-the-shelf LLM to filter

out preference pairs where yl is good enough. Finally, we filtered out 31% data and 43%

data for the QA task and math task, respectively. Note that for the training data of our

baselines like DPO, we also use the filtered (yw,yl) pairs for a fair comparison. For
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instruction-following tasks, the prompt template we use is shown in Figure D.2.

D.1.3 Implementation Details

Our implementation is based on the alignment-handbook repo1 using 4×A800 GPUs. To

ensure a fair comparison, we conduct thorough hyperparameter tuning for all methods

compared in our experiments.

SFT Training Hyperparameters. We train SFT models using the following hyperparam-

eters: a learning rate of 2e-5, a batch size of 128, a max sequence length of 2048, and a

cosine learning rate schedule with 10% warmup steps. For QA and instruction-following

tasks, we train the model for 1 epoch, whereas for mathematical tasks, we extend the

training to 2 epochs. All the models are trained with an Adam optimizer [89].

Preference Optimization Training Hyperparameters. During preference optimization,

we performed initial experiments to determine the optimal batch sizes in [32, 64, 128]

and training epochs in [1, 2, 3]. Our results indicate that using a batch size of 128 and a

single training epoch consistently produces the best outcomes across all methods. Conse-

quently, we adopted these parameters for all subsequent preference optimization experi-

ments. We also configured the maximum sequence length to 2048 and employed a cosine

learning rate schedule with a 10% warmup period for training on the preference opti-

mization dataset. For method-specific training hyperparameters, we individually search

the learning rates in the range of [3e-7, 5e-7, 6e-7, 1e-6] for each method. Besides, we

conduct a grid search according to Table D.2 and report the best performance. Table D.3

shows the hyperparameters of our method used under each setting.

D.2 KL Divergence Analysis During Training

In Figure D.3, we present the KL divergence between the policy model trained with DPO,

DPO-MC, DPO-BC, and DPO-BMC with identical hyperparameters and the reference

1https://github.com/huggingface/alignment-handbook
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α logπθ(ỹ

t
w | ỹ<t
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Table D.2: Various preference optimization objectives and hyperparameter search range.

Task Model Learning Rate β δ

QA Llama2-7B-base 5e-7 0.05 3.0

Math Llama2-7B-base 5e-7 0.05 2.5

IF Llama3-8B-base 5e-7 0.01 2.0
Mistral-7B-base 5e-7 0.01 2.0

Table D.3: Hyperparameter values for diverse training settings in DPO-BMC.

model, measured on the winning responses from a held-out set of UltraFeedback dur-

ing training. The results also validate our analyses in §6.4.2: (1) the Bridging Phase fosters

tailored learning toward critical differences in preference data, resulting in more efficient

and “sharp” training with a larger KL divergence; (2) our meticulously designed loss func-

tion in the Modeling Phase effectively moderates the optimization intensity across diverse

training data, thereby achieving a more controlled and steady KL divergence.
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h

Figure D.3: KL divergence from the policy model to the reference model on winning re-
sponses of the held-out set of UltraFeedback.

D.3 Experiments on Larger Base Models

We conducted additional experiments using the more capable Qwen2.5-14B-Base model [165].

As shown in Table D.4, our proposed DPO-BMC method delivers even greater perfor-

mance improvements with this model, achieving a remarkable gain of +8.8 on AlpacaEval

2 and +7.3 on Arena-Hard compared to standard DPO. These results highlight the effec-

tiveness of DPO-BMC scales with model capability, underscoring its potential to deliver

even larger gains when applied to more powerful baseline models.

Method Base Model LC (%) of AlpacaEval 2 WR (%) of Arena-Hard

SFT Mistral-7B-Base 8.1 2.2
DPO Mistral-7B-Base 15.1 13.6
DPO-BMC Mistral-7B-Base 20.8 (+5.7) 17.6 (+4.0)

SFT Llama3-8B-Base 7.5 2.6
DPO Llama3-8B-Base 16.0 17.6
DPO-BMC Llama3-8B-Base 22.4 (+6.4) 18.1 (+0.5)

SFT Qwen2.5-14B-Base 14.1 11.2
DPO Qwen2.5-14B-Base 36.3 33.6
DPO-BMC Qwen2.5-14B-Base 45.1 (+8.8) 40.9 (+7.3)

Table D.4: Performance comparison across different base models.
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APPENDIX E

APPENDIX FOR CHAPTER 7

E.1 Data Generation Process

Here we outline the sources for our data and provide a detailed description of the data

generation process for each constraint category.

E.1.1 Content Constraints

The data of content constraints is constructed from five tasks as follows:

• Data-to-Text Generation. We create instructions with 1 to 5 constraints by adapting

samples from E2E [134]. Different from the original task, we ask the model to extract

the flat meaning representations according to the corresponding natural language

texts. The number of constraints increases with the number of attributes and the

number of restaurants. We use exact match as the evaluation metric.

• Document-Level Event Argument Extraction. We create instructions by adapting

samples from WIKIEVENTS [103]. Given a document, the model is required to ex-

tract n events that satisfy a specific event template, where n ∈ [1, 5] corresponds to

the number of constraints. We use accuracy as the evaluation metric.

• Document-Level Named Entity Recognition. We derive instructions from samples

in the CONLL-2003 dataset [168]. We ask the model to extract a single named en-

tity from a provided document. Notably, as the number of constraints rises, the

requirements for the retrieved named entity correspondingly increase. For example,

“extract one named entity that is a location” → “extract one named entity that is a

location in east Asia”. We use accuracy as the evaluation metric.
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• Text Generation with Language Constraints. COGNAC [23] is a challenging bench-

mark wherein models are presented with a topic accompanied by example text and

explicit constraints on the text to avoid. We curate data from COGNAC, formulating

instructions with 1 to 5 constraints by integrating additional linguistic restrictions

from WordNet [124] and Wikidata [174].

• Open-ended Question Answering. We first choose initial instructions from exist-

ing datasets including self-instruct evaluation set [180], helpful evaluation released

by Anthropic[9], Vicuna evaluation[211], and Koala evaluation[59], as well as open-

source platforms such as Quora 1, Reddit 2, and ShareGPT 3. Given the challenges

associated with iteratively adding constraints to an initial instruction, we prompt

GPT-4 with a specific prompt shown in Figure E.1 to generate a new instruction with

one more constraint based on the given instruction. The above process is repeated

five times. Finally, we obtain a set of instructions ranging from 1 to 5 constraints.

You are an Instruction Rewriting Expert. You need to rewrite #Given Instruction# based on #Rewriting Requirement#, in order to obtain a #Rewritten
Instruction#. Basically, #Rewritten Instruction# should adhere to the following guidelines:
1. Your rewriting cannot omit the non-text parts such as the table and code in #Given Instruction#.
2. #Rewritten Instruction# must be reasonable and must be understood and responded by humans.
3. You should try your best not to make the #Rewritten Instruction# become verbose, #Rewritten Instruction# can only add 10 to 20 words into #Given
Instruction#.

#Given Instruction#
{given_instruction}

#Rewriting Requirement#
Please add one proper content constraint to the #Given Instruction#. The content constraints include but are not limited to:
1. Add a Subtask or Another Related Question.
2. Narrow Down the Topic: Instead of a general theme or topic, provide a more specific subset.
3. Set a Higher Standard: Raise the bar for what's considered acceptable or successful.
4. Limit Resources: Restrict the number or type of resources someone can use.
5. Introduce Specific Criteria: Mandate particular components or features that must be included.
6. Specifying Sequence: Dictate the order in which certain steps or actions should be taken.

#Rewritten Instruction#

Prompt Template (Open-ended Question Answering in Content Constraints)

Figure E.1: The prompt template for Open-ended Question Answering in Content Con-
straints.

1https://www.quora.com

2https://www.reddit.com

3https://sharegpt.com
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E.1.2 Situation Constraints

The data of situation constraints is constructed from tasks as follows:

• Suggestion Generation, Role-playing. We collect multi-level instructions that fit

within the paradigm of situation constraints from Open-ended Question Answering

datasets and online platforms. Examples include asking the model to give sugges-

tions under specific circumstances, asking the model to act as a terminal and output

based on the given information, etc.

• Math Word Problems. The initial instructions are collected from GSM8K [38] and

AGIEval [212]. We then manually add constraints progressively by enhancing the

situation descriptions, ensuring that the core question remains unaltered. We use

accuracy as the evaluation metric.

• Time/Spatial Reasoning. We generate data by refining samples from BIG-Bench

Hard [161]. For Time Reasoning, we increase the difficulty level by incorporating

additional temporal concepts, such as weeks, months, and years. In the realm of

Spatial Reasoning, we opt for a logical deduction task that necessitates deducing

the order of a sequence of objects. Here, the number of constraints escalates by

augmenting the task with detailed location descriptions for a new object. We use

accuracy as the evaluation metric.

• Code Generation. We sourced initial instructions from HumanEval [25] and en-

hanced the difficulty level by adding complexity to the function descriptions within

the instructions. We use pass@1 [92] as the evaluation metric.

E.1.3 Example Constraints

Specifically, we choose 40 diverse NLP tasks from PromptSource [7], where each task has

more than 5 question templates. Additionally, we create 29 answer templates (shown in

Table E.1) that regulate the format of the response. For instructions at difficulty level 1,

we utilize the standard 5-shot prompting, where 5 shots are equipped with 1 sampled

question template and 1 sampled answer template, and the model is required to respond
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to a query using the answer template. For instructions at difficulty level n (1 < n ⩽ 5),

the 5 shots are randomly paired with n question templates and n corresponding answer

templates. Based on the question template of the query, the model is required to recognize

the matched question template in the 5 shots and respond using the corresponding answer

template. We use accuracy as the evaluation metric.

Answer template

{question}\n{answer}
{question}\nA: {answer}
{question}\nAnswer: {answer}
{question}\nANSWER: {answer}
{question}\n[Answer]\n{answer}
{question}\n#Answer#\n{answer}
{question}\nThe answer is: {answer}
{question}\n{"answer": "{answer}"}
{question}\n{"Answer": "{answer}"}
{question}\n<body>{answer}</body>
{question}\nResponse: {answer}
{question}\nRESPONSE: {answer}
{question}\n[Response]\n{answer}
{question}\n#Response#\n{answer}
{question}\nThe response is: {answer}
{question}\n{"response": "{answer}"}
{question}\n{"Response": "{answer}"}
{question}\nBot: {answer}
{question}\nBOT: {answer}
{question}\n[Bot]\n{answer}
{question}\n#Bot#\n{answer}
{question}\nThe response of the bot is: {answer}
{question}\n{"bot": "{answer}"}
{question}\n{"Bot": "{answer}"}
{question}\nAI assistant: {answer}
{question}\n[AI assistant]\n{answer}
{question}\n#AI assistant#\n{answer}
{question}\nThe response of the AI assistant is: {answer}
{question}\n{"AI assistant": "{answer}"}

Table E.1: Answer template of Example Constraints.

E.1.4 Mixed Constraints

In this section, we consider four below tasks which are naturally suitable for constructing

mixed constraints:
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• Text Editing. We start by gathering text from different online sources, like sentences,

letters, and emails. Next, we create instructions with multi-level mixed constraints

by increasingly adding an editing requirement to the text at each level. For example,

“swap the first and last words in the sentence” (Content Constraints), “response us-

ing ’###’ at the beginning” (Format Constraints), etc. We write rule-based programs

for individual instructions to assess the satisfaction of internal constraints, employ-

ing exact match as the evaluation metric.

• Summarization. The initial instructions are sampled from CNN/Daily Mail[130],

XSum [131], SAMSum [62], English Gigaword [64], and arXiv [3]. The instructions

with multi-level mixed constraints are produced by specifying the format of gener-

ating answers (Format Constraints), requiring the generated text to include or not

include certain keywords (Content Constraints), etc. We write rule-based programs

for individual instructions to assess the satisfaction of internal constraints, employ-

ing accuracy as the evaluation metric.

• Machine Translation. The initial instructions are sampled from OpenSubtitles [110],

TED Talks [20], and News-Commentary [167]. Then we construct instructions from

level 1 to level 5 using a similar pipeline as that of Summarization. We write rule-

based programs for individual instructions to assess the satisfaction of internal con-

straints, employing accuracy as the evaluation metric.

• Story Generation. We collect initial instructions from ROCStories [128] and Writ-

ingPrompts [54]. Then we add 5 mixed constraints sequentially to the initial instruc-

tions based on the ground truth, such as the number of sentences in the generated

story (Format Constraints), requiring the generated text to include certain keywords

(Content Constraints), specifying the writing style (Style Constraints), etc.
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You are an Instruction Rewriting Expert. You need to rewrite #Given Instruction# based on #Rewriting Requirement#, in order to obtain a #Rewritten
Instruction#. Basically, #Rewritten Instruction# should adhere to the following guidelines:
1. Your rewriting cannot omit the non-text parts such as the table and code in #Given Instruction#.
2. #Rewritten Instruction# must be reasonable and must be understood and responded by humans.
3. You should try your best not to make the #Rewritten Instruction# become verbose, #Rewritten Instruction# can only add 10 to 20 words into #Given
Instruction#.

#Given Instruction#
{given_instruction}

#Rewriting Requirement#
Please add one proper style constraint that #Given Instruction# does not have. The style constraints include but are not limited to:
1. Tone and Emotion: Specify the desired emotional tone for the response.
2. Writing Style: Ask the AI to mimic a specific author's writing style.
3. Contradiction: Ask the AI to provide a response that contradicts the previous statement or take a stance opposite to its prior response.
4. Ambiguity: Instruct the AI to create responses with intentional ambiguity or double meanings.
5. Humor or Satire: Request that the response be humorous or satirical, requiring the AI to generate jokes or witty remarks.

#Rewritten Instruction#

Prompt Template (Open-ended Question Answering in Style Constraints)

Figure E.2: The prompt template for Open-ended Question Answering in Style Con-
straints.

You are an Instruction Rewriting Expert. You need to rewrite #Given Instruction# based on #Rewriting Requirement#, in order to obtain a #Rewritten
Instruction#. Basically, #Rewritten Instruction# should adhere to the following guidelines:
1. Your rewriting cannot omit the non-text parts such as the table and code in #Given Instruction#.
2. #Rewritten Instruction# must be reasonable and must be understood and responded by humans.
3. You should try your best not to make the #Rewritten Instruction# become verbose, #Rewritten Instruction# can only add 10 to 20 words into #Given
Instruction#.

#Given Instruction#
{given_instruction}

#Rewriting Requirement#
Please add one proper format constraint that #Given Instruction# does not have. The format constraints include but are not limited to:
1. Length: Imposing constraints on the length of individual words, sentences, or paragraphs.
2. Hierarchical Instructions: Providing instructions that have a hierarchical structure, where the AI needs to understand and follow a hierarchy of tasks to
construct a response.
3. Special Output Format: Asking the AI to respond by using data format like table, json, HTML, LaTeX, etc.
4. Morphological Constraints: Asking the AI to avoid or use specific morphemes.
5. Multi-lingual Constraints: Asking the AI to respond in multiple languages or switch between languages according to complex patterns.
6. Incorporation of Specific Literary Devices: Requiring the inclusion of specific, and perhaps numerous, literary devices.
7. Following a Specific Grammatical Structure: Requiring the AI to create responses that strictly follow a particular grammatical structure.

#Rewritten Instruction#

Prompt Template (Open-ended Question Answering in Format Constraints)

Figure E.3: The prompt template for Open-ended Question Answering in Format Con-
straints.
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